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BCTYIHE CJ0OBO. INTRODUCTORY WORD

Iletrpo KyJikos

Ilpoghecop, 0okmop exoHOMIYHUX HAYK,

Pexmop Kuiscvkoco nayionanvrnozo yHisepcumemy 6y0iGHUYM8A i apXimekmypu.
Touecnuii akademix Hayionanvroi akademii nedacociunux Hayx Yxpainu,
Jlaypeam /lepowcasroi npemii Ykpainu 6 cany3i HayKu | MEexXHIKU.

3acayacenun npayisnuk oceimu Yxpainu,

IIpe3udenm Cninku pekmopie 3axnadis euwjoi oceimu Yxpainu,

Biye-npezuoenm bydisenvroi nanamu ma Axademii 6yoisnuymea Yxpainu

[ITanoBHI yyacHUKH KOHpepeHirii!

Mix HamMu YHiIBepCcUTETaMHU TiNKcaHi MeMopaHiyMu Tpo criBmpaiito. |
ChOTOJIHI MU MA€EMO HaroAy MPUWHSATA Yy4acTh y CHOUIBHOMY 3aXOJl —
KoH(epeHiii, sKa opraHi3oBaHa  IHIMIATUBHUMHM  TpylMamMud  HaIIKMX
YHIBEPCUTETIB.

Ham yHniBepcutreT rotye (¢axiBiiB 3 OyJIBEIbHUX Ta apXiTEKTYPHHUX
CIIeIlaTIbHOCTEeW, a TaKOX 3alllKaBJICHWM y MIATOTOBII (axiBIiB 3 TaKuX
NEPCHEKTUBHUX HAIpPSAMKIB, $KI ChOroJHI OyIyTh OOroBOpHOBAaTHCS Ha
koH(pepeHiii. Tema koHepeHIlii Ha CbOTOAHIIIHIN I€Hb € YK€ aKTyalbHOIO,
TOMy III0 B OYMIBHMIITBI BIPOBA/KYIOTHCS HOBI TEXHOJOT1I, Taki K
“Po3ymuuii OyauHok”, “Po3zymHe MICTO” Ta BIPOBAKYIOTHCS TEXHOJIOTI]
[HTEpHETY peuell mpu eKCIUTyaTallil >KUTJIOBUX Ta MPOMUCIOBUX OyIiBEIIb.
KHYBA mae TicHI mapTHEPChKI 3B’ S3KU 3 Oy1IBEIbHUMU KOMIIAHISIMU Ta MOXKE
3aMpOINOHYBAaTU apXITEKTypHI Ta OyAiBENbHI PIIIEHHSA Ta MPOEKTH >KUTIOBHUX
Ta MPOMHUCIIOBUX 00’ EKTIB.

CnopiBatoch, 1Mo podota KoH(pepeHiii Oyjae IIAHOK, MM BHUCTYIHUMO 3
JIOTIOBIJISIMU Ta MOJLTUMOCS PE3yJbTaTaMu CBOIX HAYKOBUX JIOCTIIKEHb.

baxaro ycmixy!
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ABTOMATHU30BAHA IHOOPMAIIIHHA CUCTEMA OLIIHKU
PUHKOBOI BAPTOCTI HEPYXOMOCTI

Muxaiiiio FPIIIWAH, cryaent kadeapu KibepOe3neku Ta KOMII FOTEPHOT iHKeHepii!
TKuigcoruii HayioHanbHUll yHigepcumem 0yoisHuymea i apximexkmypu, Kuis

AHoOTaNis

OniHoYyHa MiATBHICTh € OJHUM i3 TOJIOBHHUX HAMpPsMIB JEepKaBHOI IMOINITHKH, TOMY i pO3BUTOK Ta
mudpoBizallis € HEBIIEMHOK YaCTHMHOK BJOCKOHAJCHHS JISUIBHOCTI OKpEeMHX CyO'e€KTiB
TOCHOAAPIOBaHHS Ta EKOHOMIKM KpaiHu B winomy. HaiiGimem cywacHoro ¢opmoro mmdposizarmii
OIIIHOYHOI isTILHOCTI € cepBic aBTOMAaTWUYHOI OIliHKW. [Ipomemnypu mpoBeIeHHS aBTOMAaTH30BaHOL
MacoBOI Ta IHIWBIAYyaIbHOI OI[IHKH 0a3yIOThCS Ha 3aCTOCYBaHHI 3ac00IB Ta METOMIB iH(POpMAIiHHIX
TEXHOJIOT1 B OI[IHOYHIN MiSJILHOCTI Ta MPU3HAYCHI IS BUKOPUCTAHHS y cdepi OIMIHKK MaiiHa Ta
MailHOBUX TpaB. B OCHOBY KOHIIENIlii aBTOMAaTHU30BaHOI OI[IHKK MOKJIAJCHO aJalTHUBHI TiOpUAHI
MOJEJIi PUHKOBOTO ITIHOYTBOPEHHS Y PI3HUX CETMEHTaX PHHKY HEPYXOMOCTI 3 BHKOPHUCTAHHIM
MPOrpaMHO-PeaTi30BaHOI0 AJITOPUTMY BU3HAUCHHS PUHKOBOI BapTOCTI.

Kurouosi ciioBa
OuiHouHa [isNTBHICTh, aBTOMAaTHYHA OLiHKA, (POBi3aLlis, HEPYXOMICTb.

1. IlocTaHoBKa 3agaui

Ha croromnimHiii MOMEHT Jep>kaBa Ha 3aKOHOJABYOMY PIiBHI 3aKpimuiia BU3HAUCHHS
OLIIHOYHOT BapTOCTI 3 METOIO ONMOAATKYyBaHHS M1l Yac YroJ KyMiBIi-MPOAaKy HEPYXOMOCTI
gk 000B's13k0Be [4-7]. Lle 3ymoBit0€ HEOOXIAHICTH PO3POOKH METOOJIOTIi MpOIEAYpHU
ABTOMATU30BAHOI OLIIHKM 3 BU3HAYEHHS OLIIHOYHOI BapTOCTI 00'€KTa 3 ypaxyBaHHIM HOIo
PUHKOBOI BapTOCTI.

Jlnst noOy0BM aZieKBaTHOI MOJIENi Ma€ iCHYBaTH PO3BMHEHUN PUHOK HEPYXOMOCTI SIK
00'€KT aHATITUYHUX AOCTIDPKEHb, SKI B CBOIO 4epry 3a0e3neuyroThbCs HasBHICTIO: 1.
iHpopMmariitHoi 6a3u OIlIHKK, TOOTO PO3MOJAUICHHX 0a3 JaHWX PUHKY HEPYXOMOCTI Ha
ocHoBli CVYBJI; 2. xoMmm'iorepHux 1HGOpPMALIMHUX TEXHOJIOTIH, IO J03BOJISIOTH
ABTOMATH3yBaTH OIIHOYHI MPOIEAYypH, Ha 0a3i MporpaMHO-peasli30BaHMX aJTOPUTMIB
POBEJICHHS OILIHOYHUX TPOIEAYp, amaparHoro, MaTeéMaTH4YHOTO, METOAUYHOTO,
KaJIpOBOT0, OPHIMYHOTO 3a0€3TICUCHHS Ta aBTOMATU30BaHOT CUCTEMH JIOKYMEHTOOOITY .

2. AKTyajlbHiCTh POOJIeMH

OuiHOYHA MAISUIBHICTH € 1H(QOpMaLIHOW 0a3010 s NPUUHATTS TOCHOAAPCHKUX
pillleHb, a TaKOX crHpusie TpaHchopmallii eKOHOMIKH, (OpMy€e€ KOHKYPEHTHE PHUHKOBE
CepelloBHUILE, OCOOIMBO HA PUHKY HEPYXOMOCTI, aKTHBI3Yy€ 1HBECTULIMHY Ta IHHOBALIMHY
JisTbHICTE. be3 po3BUTKY OLIIHOYHOT JiSJIBHOCTI CKIIAHO YSIBUTH MoAalible GopMyBaHHs
Ta epexTuBHE (HYHKI[IOHYBAHHS PUHKY.

Y MDKHapOJIHIM TPaKTUINl OLIHKH JJIS ONOJATKYBaHHS HEPYXOMOCTI Ta yroJl i3 HElo
HIMPOKO BUKOPHUCTOBYIOTHCS MOJEII Ta METOAM MAacoBOi OI[IHKHU. 3aCTOCYBaHHS METOJIIB
MacoOBOI OIIIHKK PETJIAMEHTYETHCS HU3KOK MDKHAPOJIHUX CTaHmapTiB ouinku (MP 13
MCO), amepukancskumu (USPAD) ta eBponeiicskumu cranaapramu oiinku (TEGOVA).
Oco0nmuBO ci  BiA3HAYMTH 16 CTaHIApTIB MDKHAPOJHOI acomiamii IoJaTKOBUX
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ormiHtoBauiB — International Association of Assessing Officers (IAAQO), skxi BU3Ha4alOTh
npoLeaypy IPOBEICHHS MacOBOI OIIHKH.

3a Bu3HauUCHHAM, copMyinboBaHuM y ctanmaprax [AAO, a came B Standard on Mass
Appraisal of Real Property (Approved April 2013) 1 Standard on Automated Valuation
Models, 2003 (AVMs), macoBa OIliHKa € MPOIIECOM OIIIHKK IPyNu 00'€KTIB HA TIEBHY JaTy
3 BUKOPUCTAHHAM 0a3 JaHUX, MOHITOPUHTY PHUHKY HEPYXOMOCTI, CTaHJAPTIB MOJaHHS
JaHUX, CTATUCTHYHUX MpoLeayp o0pooku nanux. Ilpu oMy OfHI€I0 3 OCHOBHUX BUMOT
10 MOJeJIel MacoBOi OI[IHKM € T€, 10 BOHM IOBHHHI aJI€KBAaTHO B1JI00pa)KaTW PHUHOK
KOHKPETHOTO CErMEHTY HEpPYyXOMOCTI B KOHKpETHOMY perioHi. CTaHgapTh BHMOTH 0
aBTOMATHU30BaHUX CHCTEM MacoBOi OIIHKHA (AVMs).

3. ®opMyJIIOBAHHA WiJIed T0CTIKEeHHSA

3aBmaHHs, Ha BHPIIICHHS SKOTO CIPSIMOBAHO IF0 pOOOTY: po3poOKa KOHIIENTYalbHOI
CXeMH aBTOMATH30BaHOI CHCTEMH IPOBEACHHS MacoBOi Ta IHAMBIAYaTbHOI OIIIHKU 3
BUKOHAHHSIM BHMOT O0'€KTHBHOCTI, OJHAKOBOCTI Ta Y3TOJDKEHOCTI OTPUMaHUX
pe3yibTaTiB, @ TAKOXK MiHIMI3aIll] BIUTUBY Cy0'€KTUBHOTO (pakTopa.

4. IIpob6saema indopManinHOro 3a0e3MeYeHHs

[Tpobnema iHpopManiiHOrO 3a0e3MeyeHHs Mij Yac MPOBEAEHHS OLIHOYHUX MPOUEAYP
OJlHa 13 HalaKTyalbHIIMX 1 HailOoMoviKX. JJOCTOBIpHICTh Ta HANIMHICTH PE3YIABTYIOUOI
OIIIHKM He MOXxe OyTu 3abe3neueHa 0e3 ajeKBaTHOI pUHKOBOI iH(popMailii, sika Oyna 0
JOCTYITHA MPaKTUKYIOUYHUM OlliHIoBayaM. Ha nipomy Oe3nepedyHomy (pakTi HaroJomyoTh K
BITUM3HSHI, TaK 1 MDKHAPOIHI CTaHIapTH OIIHKH.

AHamizyloud Ta BHBYAIOYM PUHOK HEPYXOMOCTI HEOOXiJJHO BHUKOPHUCTOBYBATH
IPOCTOPOBO-PO3MOIIICHY 1HGOpMAIIiIO, SKa I1HTETpye IMUPOKUWNA HaOlp MaHHUX, IO
30epiraroThCs B €NIEKTPOHHUX TAOMUIAX Ta IHIIMX BHIaX JOKYMEHTIB Ta (hopMarax JaHUX.
ToMy akTyanbHMM 3aBJaHHSM € PO3pOOKa Ta JOCITIIKEHHS MATEMaTUYHMX MOJENed Ta
METO/IIB aHaNI3y PUHKY HEPYXOMOCTI, 3 NOJAJIBLIMM iX PO3BUTKOM Ta aJalTali€lo 3
TexHosoriaMu reoinpopmaniinux cucrem (I'IC — enekrponnux kapt) [1, 3].

TakuM 4MHOM, TEXHIYHA peaji3alis aBTOMaTH30BaHO! OLIIHKM HEMOXJIMBA 3 IMOIJIIY
JOCSITHEHHSI aJICKBAaTHOTO PE3yJIbTaTy OLIHKHA, HOro O00'€KTMBHOCTI, OJIHAKOBOCTI Ta
y3roJIKEHOCTI 0€3 HasgBHOCTI JKepen 1HGOpMaliiiHOro 3a0e3NneueHHs OLIHOYHUX
npouenyp, SKMMU € pO3MOAUIeHI 0a3u JaHux pUHKY Hepyxomocti (Data Mining) Tta
pe3ynbTaTi 0araTopiBHEBOTO CUCTEMHOTO aHali3y PUHKY HEPYXOMOCTI.

5. Texniuna peaizaunis

Texniuna peaiizallis 3aMpONOHOBAHOTO CIIOCOOY aBTOMATHM30BAaHO! OIIHKKA 3 METOI0
OTOJaTKYBaHHS Ta HapaxXyBaHHS Ta CIUIATH IHIIWX OOOB'SI3KOBUX IUIATEXKIB 3A1HMCHIOETHCA
(YHKI[IOHAJTBHUMH MOJAYJISIMH €JIEKTPOHHOTO TPUHOMY 3aMOBJICHb, aBTOMAaTHU30BaHOI
1H(OpMAaLIHOT CUCTEMH PO3IMOAUICHUX 0a3 JaHUX Ta 0araTOpPIBHEBOI aHAJITUKH PUHKY
HEPYXOMOCTI, a TaKOX MOAYJEM aJalTUBHOI MOJENl PUHKOBOIO LIHOYTBOPEHHS, SIKI
BUKOHYIOTh HACTYTIHI OTeparii:

® MOJyJb NPUHAOMY/BUaUl 3aMOBJICHb, PEallI30BAaHUN 3a MPUHILIUIIAMH Ta MPaBUIAMU

CJICKTPOHHOTO JOKYMEHTOOOITY, SKHW BHUKOHY€ (YHKIIO KOMITHOTEpHOI 00poOKU

8
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BX1JIHOI 1H(OpMaIIil y BUIIISAI €IEKTPOHHOTO JIOKYMEHTA, IMiJAMUCAHOTO €JICKTPOHHUM
nudposum mianucom (ELIT) Ta 36epekeHoro Ha MalIMHHOMY HOCIT y BUTJISI (aiiny
BIJIMOBITHOTO  (opMary, 3abe3medye MOXKJIMBICTh KOHTPOJIO  IIUTICHOCTI  Ta
MIATBEP/KCHHS CIPABKHOCTI JOKYMEHTIB, 110 30€piraroThCsi B €IEKTPOHHOMY apXiBi
cy0'exTa OIIHOYHOI AISTILHOCTI;

® MOJAYJb MPOTPAMHO-AMAPATHOTO KOMIUIEKCY CyO'€KTa OLIHOYHOI JISJIBHOCTI, 3
BUJIIJIEHUM aBTOMAaTu30BaHUM poOounM MmicueM (APM) owiHioBaya, peayii3oBaHUMN
MoBoro mnporpamyBanHs C# nHa margopmi .NET Framework, Bupimye ¢yHkiio
YOPABIIHHS JIOKaJbHUMHU KOMIAMH 0a3 JaHuX, peaii3ye Crocid0 aBTOMAaTH30BaHOI
MacoBO1 Ta 1HAMBIAYaJIbHOI OLIHKK TPhOMa MIJX0JaMU: METOJIOM PUHKOBHUX MOPIBHIHb
31MCHIOE aBTOMATH30BaHUI BUOIp aHAJIOTIB 3 aKTyajdbHO1 0a3u JaHHWX, MPOBOJUTH 3a
aJIalTUBHOI0 MOJIEUII0 PUHKOBOIO I[IHOYTBOPEHHS KOPEKIli 3a I[IHOYTBOPIOIYUMHU
daktopamu (LIY®D), Bu3HA4ae OIIHHY BapTICTh Ta MEX1 JTOBIPYOTO IHTEpBAIY ii
3HAYCHB; 32 MPUOYTKOBHM ITIXOJJOM B aBTOMATH30BAaHOMY PEXHMI 3a IMPOIETYPOIO
1o1I0HOO0 JT0 OPIBHSUIBHOTO MIAXOAY BH3HAYAE BEJIMYMHA OPEHIHUX CTaBOK, BUBHAUAE
HA OCHOBI JJaHWX AHAJITUKU PUHKY BEJIWYMHU 3HAYEHb BHUMIpPIOBAYiB MPHOYTKOBOCTI,
(dbopmye MPOrHO3HI IPOIIOBI MOTOKH, BUBHAYAE BEJIMYMHY OILIHOYHOI BapTOCTI Ta MEXI
JIOBIpYOTO 1HTEpBally il 3HA4Y€Hb, 3a BUTPATHUM MIAXOJAOM 3 BUKOPHUCTAHHSIM
aKTyali30BaHOI 0a3M JaHMX HOPMAaTMBHUX Ta JIOBIIKOBUX JOKYMEHTIB B
aBTOMaTUYHOMY pEXUMI BHU3HAYa€ BEJIMYMHY OL[IHOYHOI BapTOCTi; aBTOMAaTUYHO
dbopmye 3BIT y CTUCHIM Ta NOBHIA (opMi, Hajgae TabiWyHE Ta rpadiyHe MOJAHHS
JOCHIDKeHb 3 aHajlidy pPUHKY OI[IHIOBAHOI'O CETMEHTa HEPYyXOMOCT1, 3A1HCHIOE
aBTOMAaTHU30BaHy PEECTpallil0 BUKOHAHMX 3BITIB y €1MHIN 0a31 TaHUX 3BITiB PO OILIHKY
3 METOIO0 ONOJIATKYBaHHS Ta HapaXyBaHHS Ta CIUIATH 1HIIUX OOOB'S3KOBUX IJIATEXKIB,
K1 CTATYIOTHCS BIITIOBITHO /10 3aKOHOIaBCTBA;

e MoayJib aBTOMatu3oBaHoi iH(popmariiinoi cucremu (AIC) posnoginennx 6a3 qaHux
HepyxomocTi, moOynoBanux Ha ocHoBl CYBJ[ MySQL, sxa Buxonye QyHKIil
MOHITOPUHTY PUHKY HEPYXOMOCTI, Y TOMY YHCJIl NPOrpaMHUMH 3aco0aMu oOpoOKH
HECTpyKTypoBaHOi  iHpopmanii, QopmyBaHHA 3a  CTaHAAPTHUM  IIaOJIOHOM
CTPYKTYpOBaHUX BUXIJHUX JaHUX MO 00'€KTaX HEPYXOMOCTI, MPEACTABICHUX HA PUHKY,
ouuileHHs1 0a3u JaHuX BiJ HEsKICHOI 1H(popMmallii, BU3HAYae 0a30Bl MOKa3HUKHU CTaHy
PUHKY HEpPYXOMOCTI (LIHOB1 1HIEKCH PUHKY, MPOTHO3HI TPEHIU, KOH'IOHKTYPHU HOMUTY
Ta MPOMO3UIIii, AKTUBHOCTI PUHKY, JIIKBITHOCT1 00'€KTIB HEPYXOMOCTI Pi3HUX CETMEHTIB
PUHKY), €eKCIOpT 0a3u JaHuX 0 30BHIINIHBOTO JDKEpena MaHuX Ui TMOJANbIIOro
30epiraHHs Ta BAKOPUCTAHHS B 1HIINX MOJYJISIX;

e MOIyJIh €IWHOI aHaMTU4YHOI 1aThopmMu Ha 0a3l IHTENEKTyalbHOTO Ta
CTATUCTUYHOTO aHaNi3y PHUHKY HEPYXOMOCTi, SIKUM BUKOHYE (YHKII PO3paxXyHKY
NOKa3HHUKIB OIMCOBOI CTaTUCTUKUA C(HOPMOBAHOI BHUOIPKU: CEpElHl, MaKCUMaJbHI,
MIHIMaJIbHI 3HAYEHHS, CTAHAAPTHI Ta aOCOJIIOTHI BIAXWJICHHS, KOe(DIIIEHTH Bapialii,
JeTepMiHaIli Ta AWCTepCii, MPOTHO3HI TPEHIW, TOKA3HWKH; peali3ye€ alropuTMU
perpeciiHoro Ta KJIaCTEPHOrO aHaji3y, reHepallii Ta €KCIOpPTy HapaMeTpiB MoOAeei
LIHOYTBOPEHHS, BI3yali3alii pe3yJbTaTiB aHajidy y BUIJAAl TaOmuub, Aiarpam Ta
rpadikis.
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6. Mexanizm podoTu

CepBic aBTOMAaTHYHOI OLIIHKA HEPYXOMOCT1 OTPUMY€E HEOOX1HY iHpopMallito 3 JKepel,
10 3HAXOAATHCA Y BIIKPUTOMY JOCTYTI Ta MICTATH JIaHi MO I1HHU, 3a3HAYEHI Y JIOTOBOPax
KYIIBII-MIPOJIaXKy 00'€KTIB HEPYXOMOCTI, Kl OyJIM BHECEH1 HOTapiycamu a0 €auHoi 6a3u,
a TaKoXX JaHl MpPO PUHKOBY BapTICTh 00'€KTIB HEPYXOMOCTI, BHECEHI J0 €IMHOI 0a3u
BHUXOJISTYH 3 3BITIB IIPO OLIHKY [2].

Mexanizm poOOTH IILOTO CIIOCO0Y HACTYITHUM:

1. CrBOpeHHsI €JNIEKTPOHHOTO LHU(POBOro MIANKMCY, HEOOXIAHOrO i peecTparii B

enuHii 6a31 nanux. st 1boro HeoOXiAHO 3anmpoBaAUTH HU3KY ocobuctux nanux (I1Ib,
HaceJIeHUM MyHKT, nomry). [{el enekTpoHHMit mignuc Oyae TIMCHUM IIPOTITOM POKY.

2. Peectpariis onnaitH-cucTeMi.

3. BHeceHHs maHux mpo 00'ekT HepyxomocTi. Lleit eram ckinamaeTbes 3 TPHOX PO3JLIIB,
SIK1 HEOOX1THO 3aIIOBHUTH 110 4ep3i («Ipo 00'€KT OIIHKNY, «aapecy 00'eKTay, «aaHi mpo
OLIIHKY»).

4. OtpuMaHHA JOBIAKHA Mpo OHiHKY. CHucTeMa reHepye AOBIAKY, SKY 3aJIMIIAETHCS
JMIIE 3aBaHTAXKUTHU 13 cailTy cepBicy. Y HI MICTUTBhCS BCS BHeceHa 1H(opmalis npo
00'€EKT OIIIHKK, a TakoX 1HdopMallis Ipo BapTicTh 00'ekTa Ta HOro yHIKaIbHUN
peecTpaiiitHuii Homep. 3a3Haya€eThes, M0 OJep>KaHa BapTICTh MOXKE BIIXHIATHUCS Bij
CepeIHbO3BAXKEHOI B MexkKax 25%.

7. BucHOBKH

OCHOBHOI0O METOI0 PO3pPOOKH TEOPETUYHUX Ta NPAKTHUYHUX AaCIHEKTIB MacoBOi Ta
IHAUBIYyaJIbHOI OI[IHKM HEPYXOMOCTI Il IL[JIEM OINOJAATKyBaHHS € CTBOPEHHS Ta
oOTpyHTYBaHHSI MOJiei (iCKAIBHOI OIIHKK HEPYyXOMOCTI Ha 0a3i ii pMHKOBOI BapTOCTI.
Opranizailiss MacoBoi OIIIHKM HEPYXOMOCTI 3 METOI) BCTAHOBJICHHS ii OIMOJaTKOBYBaHOT
BapTOCTI MAaKCHUMaJbHO HAOJMKEHOI /10 KaTeropii «pUHKOBAa BapTICTh», JA03BOJIUTH
MOBHOIO MIpPOIO peaji3yBaTH NPUHIUNN €()EKTUBHOI MOJATKOBOI MOMITUKU. [IpoBeneHHs
BEJIMKOMACIITAOHOT OIIIHKKM HEPYXOMOCTI Ha OCHOBI PHHKOBOI BapTOCTI CIPUATHME
JTKBIAIi ICHYH0401 «aedopmaliii» BapTICHUX XapaKTEPUCTUK OIMOJaTKOBYBAaHUX OO'€KTIB
HEPYXOMOCTI, pO3paxOBaHUX 3 YpaxyBaHHSM IHIIOTO BUIY BapTOCTI Ta 3a0e3MEYEHHIO
PIBHHX YMOB OIOJATKyBaHHS ISl BCIX BJIACHUKIB HEPYXOMOCTI.

Takum 4WMHOM, aBTOMAaTH30BaHA OI[IHKA € KOPUCHUM Ta YHIKAJIbHUM CEpPBICOM, KU
MOke OyTH e(EeKTHBHO BHKOPHUCTAHMHA Jii PO3pPaXyHKY BapTOCTI TUIIOBUX O0O0'€KTIB
HEPYXOMOCTI, MPOTE I YHIKAIHbHUX OO'€KTIB CJiJ 3aCTOCOBYBaTH aBTOMATH30BaHY
CUCTEMY 3a yYacTIO E€KCHEepTiB-OliHIOBauiB. I[Ipu 1boMy cami HOBITHI TEXHOJOTi, Ha
OCHOBI SIKUX PO3pOOJISIOTHCSI aBTOMATU30BaHI CUCTEMHU OILIHKU, MOXKYTh OyTH KOPUCHUMHU
JUTSl pO3YMIHHS KOPUCTYyBayaMHu I[1H.

OCHOBHOIO X TIEpPEBarol0 JaHOTO CEPBICY € MUTTEBE CKJIQJaHHS JOBIAKUA MPO OI[IHHY
BapTICTh 00'€KTa HEPYXOMOCTI Ta JOCTYIHICTh CEPBICY — CKOPUCTATUCS HUM MOXE KOKEH
IPOMAJHUH, IKUHA Ma€ JOCTYyI 10 IHTepHeTy.
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Abstract

A variety of ways to enter data and increase their accuracy increases the productivity and convenience
of human interaction with any system. One of the areas of development is the creation of such devices
that allow people with disabilities to use devices without excessive complexity. But such devices are
usually very expensive. The aim of this work is to improve eye tracking methods and create a
prototype system for controlling a computer using only a webcam.

1. Introduction

Mankind has invented a large number of input devices that allow us to interact with the
computer. This makes it possible to use the device to solve our application tasks. Such as
searching for information, watching videos, correspondence, writing texts, creating
images, editing videos, etc. It is by using input devices that we can interact with the
hardware of a computing device.

The aim of the work is to improve existing methods of eye tracking through the use of
deep learning methods. And the development of a working prototype of a system that can
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predict in real time the direction of the user's gaze relative to the camera, which ultimately
allows you to control the cursor of the device and perform the necessary tasks on the
computer.

2. Data set

In this study, the Gaze Capture dataset [1] was used, which contains 2.5 million images
from 1450 different people. This dataset contains information that allows to identify where
the gaze is concentrated on the display using only the image of a person's face.

The overall assessment of data representativeness is determined based on the Dataset
Characteristics method [1], which estimates the head position (h) and gaze direction (g) for
each image. Comparison of the final distributions of h and g for the selected GazeCapture
dataset and other MPIIGaze [2] and TabletGaze [3] datasets (Fig. 1) confirms the
variability of head position and gaze in different datasets, which has a positive effect on
the representativeness of the data and the quality of the trained neural network.
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Figure 1:Representativeness of Gaze Capture compared to existing datasets [2]

We also created our own data set, which consists of 10 thousand images of a person
who tested the application. In other words, the model was trained to the characteristics of
the end user.

3. Neural network architecture

It was proposed to improve the existing neural network architecture [1] by adding an
attention mechanism.

The input of the model is: (1) face image and (2) mask of its positioning relative to the
target image); (3-4) two images of the left and right eyes. By combining this information,
the model is able to determine the coordinates of the user's gaze. The general architecture
of the neural network with the corresponding dimensions is shown in Figure 2.

Since observations involve the use of various digital devices: phones, tablets and
personal computers, it is necessary to define a universal target variable. In this case, it is
the x, y coordinates relative to the camera, which take the value in centimeters.

The Huber error function was chosen as the optimization function. Adam was chosen as
the optimizer.

The model error by MAE metric is 0.73 and 0.65 centimeters for x and y, respectively.
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Figure 2:Proposed high-level architecture of the neural network

4. Software

After training the neural network, a prototype system was developed.

For the system to work correctly, the following prerequisites must be met:

e The face is in the lens of the web camera;

e The room where the user is located has good lighting;

e There is no strong light behind the user;

e The user's face is in the center of the camera.

For the convenience of the user, the program checks whether all the conditions are met.
The user can observe the output of the image from his camera, the required head position,
as well as an indicator in the upper right corner that signals whether all the necessary
conditions are met (Fig. 3).

Haar features [4] [5] were used to determine the position of the face and eyes in the
image. The image components obtained in this way are transferred to the input of the
neural network.

When starting the system, the user must go through the calibration process. To do this, a
white screen with a red circle will appear in front of him, which will need to be monitored
for a certain time. The circle will move on the display, an example can be seen in Figure 4.
By comparing the placement of the circle on the display and the results of the model
prediction, it is possible to obtain the necessary information about the physical dimensions
of the device screen and the peculiarities of human gaze. Since the values of the neural
network outputs are measured in centimeters, after calibration, we can find out the
correspondence between the predicted values of the model and the position of the gaze,
which is defined in pixels.
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Figure 3:Checking the prerequisites for using the system

N o

Figure 4:Calibration process

The model prediction results are smoothed for smoother application operation. The final
accuracy of predictions may be somewhat insufficient for interaction with small interface
elements. Therefore, two modes of operation are provided, switching between which
occurs after simultaneous blinking of both eyes.

Figure 5:The result of gaze tracking

Therefore, the usual use case will look like this. The user using the first mode directs his
gaze to the display element with which he wants to interact. If the element is too small, he
switches to the second mode by blinking both eyes and looking up, down, left, right to
adjust the position of the cursor. When the cursor is in the desired location, the user blinks
one of the eyes, which allows you to make a right or left mouse click, respectively. Haar
features were also used to determine which eye is blinked.

5. Conclusions
As a result of the work, a modified deep neural network model for gaze tracking and

real-time interaction with a computer based on convolutional layers with the addition of an
attention mechanism was proposed and a working prototype of the system was developed.
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Prospects for further research are to develop a full-fledged system, speed up the work of
the model and the system as a whole, as well as to add automatic tuning of the model
during the calibration process.
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Abstract

New Safe Confinement was built to protect the surrounding environment from the consequences of the
accident at the ChNPP. The using of the NSC requires the implementation of processes management
based on the technology of digital twins. The paper formalizes the main information objects of the
NSC and their connections using the apparatus of set theory. The sets of the model can be used to
build the database structure of the digital twin of the NSC of the ChNPP.

Keywords

New secure confinement, digital twin, database model, software.
1. Introduction.

During the liquidation of the consequences of the accident at the Chernobyl nuclear
power plant (ChNPP), a protective structure called the "Shelter Object" (SO) was built to
isolate the destroyed power unit. Given the limited period of use of the SO, our state, with
the support of the international community, completed the design and construction of a
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new special facility, which was named "New Safe Confinement" (NSC). Schematically,
the general view of the NSC and SO in a cross section is presented in Figure 1 [1].

Figure 1: Scheme of NSC and SO in cross section: 1- turbine hall, 2 — destroyed reactor, 3 — central hall,
4 — main volume and 5 — ring space of NSC [1]

As can be understood from Figure 1, the NSC must ensure the protection of the
personnel of the ChNPP, the population and the surrounding environment from nuclear
and radioactive danger by controlling the leakage of radioactive dust from the destroyed
reactor of the ChNPP and the SO, making it possible to remove radioactive materials from
them and carry out other measures for the conversion of the SO into an environmentally
safe system [2].

The term of using of the NSC is 100 years, provided that the specified air humidity
characteristics are maintained in its main volume, which requires the implementation of
management of thermogas-dynamic processes of the building. A significant number of
other NSC processes also require monitoring, forecasting and management to comply with
radiation safety and environmental safety. Forecasting of processes and state of NSC can
be implemented on the basis of modern methods of computer modeling using CFD
(Computational Fluid Dynamics) models. For example, there are approaches to the
development of mathematical and software for the implementation of NSC ventilation
management [3]. Proposals are presented for the construction of the NSC computer system
architecture with the inclusion of a subsystem for forecasting the concentrations of
radioactive aerosols and a subsystem for managing software versions [4]. The
shortcomings of the works presented above include the fact that they mostly contain
narrowly focused models and do not take into account the general 3D geometry of the
NSC, the distribution and deposition of radioactive aerosols in the main volume of the
NSC. One of the options for solving this problem is the development of a digital twin of
the NSC of the Chernobyl Nuclear Power Plant.

The purpose of this paper is to develop approaches to building a database and
knowledge model of a digital double of the NSC ChNPP to solve the problems of
visualization and forecasting of its condition, supporting decision-making regarding the
management of thermogas-dynamic processes of the NSC.

The database and knowledge base of the digital twin of the NSC should contain the
following basic information:

— results of measurements of values characterizing the state of the NSC;

— digital double models and forecasting results based on them;

— information about digital double algorithms and the results of their application;

— decisions approved by decision-making persons (DPOs);

— knowledge used to support decision-making.
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The results of measurements of each value v from the set of values V' characterizing the
state of the NSC should be tied to a three-dimensional grid of coordinates for the purpose
of their further visualization and processing. Denote the measurement points as a set P,
where each element p € P is a vector consisting of coordinates of longitude, latitude, and
height above sea level of the location of the sensor d € D, where D is the set of NSC
sensors. Taking into account that the monitoring and control tasks of NSC are distributed
among different subsystems, each sensor d € D and within the digital twin should also be
tied to a certain system s € S, where S is a set of NSC systems. Information about the type
and current settings of the d € D sensor (location point p € P, settings, date of the last
verification, etc.), history of changes in its specified characteristics must be stored in the
database of the NSC digital twin.

To present the measurement results, can be used a tuple:

r=(tp,d,s,v,tr), (1)

where r is a tuple from the set of measurement results R; ¢ is a moment of time with an
accuracy of one second; #r is the measurement verification flag, which is equal to 1 if the
measurement is considered acceptable and 0 if the measurement is false.

For each value v € V' in the system, a measurement unit uv € UV is fixed, where UV is a
set of measurement units.

The set of models M of a digital double can be represented as:
M = Um;, (2)

where m; is a model with number i.

Since some models can be used as submodels in other models, this relationship needs to
be formalized as a binary relation RMP(M,M) = {(m;, m;)}, where model m;is a
submodel of model m;. Information about the hierarchical relationship of models must be
stored in the database of the digital twin in order to warn users in a timely manner or block
the using of a certain model if some of its submodels are no longer adequate. For each
model m;, the digital twin must store an indication of whether it is adequate.

For each model m i, a set of input variables MVI; €V, a set of output variables
MVO; €V, and a set of parameters MP; € V are allocated.

The results of forecasting and calculations based on models from the set M should be
stored in the database of the digital twin in the form of a tuple:

mr = (t, nmr,m;, us, VMVI;,,VMVO;,VMP;), 3)

where mr i1s a tuple from the ratio of calculation results based on MR models; ¢ is a
moment of time; nmr — unique model application number; us — the user who initiated the
calculations, from the set of USERS; VMV I;— value of input variables of the MV I; model;
VMV O;— the value of the output variables of the MV O;model; VMP;is the value of model
parameters MP;.
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To form a set of VMV, values, data from the set of measurement results R, represented
by formula (1), can be used, if the measurement of these values MVI; < Vis carried out.
Comparing the values of the output variables of the VMV 0;model with the actual data of
these values from the ratio of measurement results is the basis for checking the adequacy
of the model.

If the results of checking the adequacy of the model m;e Mare unsatisfactory, the
procedure for its parametric identification is performed.

Information about algorithms of the digital twin and the results of their application,
decisions of decision-makers, is formalized in a similar way.

Decision support algorithms can use knowledge presented in the form of ordinary or
fuzzy production rules. The formal presentation of this knowledge and its data structure
can be implemented according to the methodology given in [5].

2. Conclusions

In this paper approaches to building a database of the digital twin of the NSC of the
Chernobyl NPP are formed.

The analysis of the existing approaches to the management of the NSC showed that they
do not allow to fully perform data visualization, forecasting of the state of the NSC and
decision support. Therefore, it was proposed to use the technology of digital twins to solve
these problems. The main components of the information of the digital twin of the NSC
are determined, among which the results of measurements of quantities characterizing its
state with reference to 3D coordinates, models and the results of forecasting and
identification of their parameters, algorithms and approved decisions, knowledge models
to support decision-making are highlighted. The formalization of the main information
objects of the NSC and the connections between them was carried out using the apparatus
of set theory. The sets and relations of the model are used as the basis for building the
database and knowledge structure of the digital twin.

The results of the work make it possible to develop software for the digital twin of the
NSC of the ChNPP to solve the problems of visualization and forecasting of its condition,
supporting decision-making regarding the management of thermogas-dynamic processes
in order to properly protect the population and the environment, and to transform the SO
into an ecologically safe system.
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Abstract

The article was created a model of the reactive agent functioning on the basis of the proposed neural
network ENN-RSRO, which allows to perform a multiclass classification; efficiency criteria for this
model, which allow to evaluate the proposed model, have been proposed, and a method for identifying
the parameters of this model has been created, which allows to increase the accuracy of multi-class
classification by model; an ensemble model of reactive agents functioning on the basis of the ENN-
RSRO neural network and soft voting, which allows to perform multiclass classification of the agents
team of agents, and a method of model parameters identification this is created, which allows
acceleration of multiclass classification by ensemble model and increase its accuracy.

1. Introduction

Multi-agent systems are now being used to effectively manage supply chains and audit.
An important example of such systems is multi-agent traffic management systems that
analyses distributed information from vehicle sensors (e.g., accelerometer, gyroscope,
magnetometer and audio sensor) or pictures of vehicles and classify these vehicles, which
makes it possible to quickly find the required vehicle for the subject of the logistics chain
and speed up the goods delivery [1]. Machine learning systems, such as neural networks,
are now being used instead of expert systems in multi-agent systems [2]. Ensemble-based
methods have proved to be particularly effective, and by combining basic models (such as
neural networks) they provide a more accurate ensemble model. For multiagent systems,
ensemble models based on bagging are suitable [3].

The aim of the work is to create a multiclass classification method based on a reactive
agent’s ensemble. The following objectives have been established and implemented:
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e reactive agent functioning formalization;

e to propose generalized models agents functioning of reactive based on neural
networks for multiclass classification;

e to create a reactive agent operating model based on the ENN-RSRO neural network
for multiclass classification;

e to propose performance criteria for the reactive agent operating model based on the
ENN-RSRO neural network for multi-class classification;

e to create a parameters identification method of reactive agent functioning model
based on ENN-RSRO neural network for multiclass classification;

e to create an ensemble model of reactive agents functioning based on ENN-RSRO
neural network and soft voting for multiclass classification;

e to create a parameters identification method of ensemble model of reactive agents
functioning based on neural network ENN-RSRO and soft voting for multiclass
classification.

2. Materials and Methods

Figure 1 shows the structure of the two-layer neural network ENN-RSRO. There are
N® neurons in the input layer. There are ¥ neurons in the hidden layer. There are n“
neurons in the output layer. Each j-th input layer neuron corresponds to the j-th
characteristic. Each k-th output layer neuron corresponds to k-th class.

Fig. 1:ENN-RSRO two-layer neural network structure

The ENN-RSRO based reactive agent operating model for multi-class classification is
presented as

N® N N
s;(m) = f{b}” 2w )+ 2w s, (=D 3wy, (n 1)}
i=l i=1 i=1 R ] = I’N(S) R

y;(n)= g£b§-” + NZ wi s, (n) + NZ w2y, (n— 1)} (1)
i=1 i=1 R J e I,N(y) ,
f(z)=max{0,z} g(z)=softmax(z)
The criterion based on the standard error of classification is calculated as
1 N NO
_ 2 .
FW) =535 ) ) (dnj = ()2 - min, )
n=1 j=1
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where the ™ is the n-th learning input vector, ¢ is the #- th educational output vector,

N is the number of neurons of the input layer (the number of features), " is the

number of neurons of the output layer (number of classes), » is the learning

implementation number, V is the power of the training set {(X"’d”)}, w is the weights
vector. The criterion based on the accuracy of the classification is calculated as

1y TN LN
F(w)= NZ[argmaX{d,Aj el, N} =argmax{y, (”)|j eLN"}— max

- {1’ s 3)
[a=b]=
0, a#b

The criterion based on the classification’s computational complexity is calculated as

T = N_(N(S)(N(X) +N® +N(y))+N(y) (N(S) +NW ) = l’n(ll)’l (4)
I

The proposed method of parameters identification of reactive agent functioning model
based on ENN-RSRO for multiclass classification is based on reverse error propagation
and consists in the following.

1. Training iteration number =1, initialization by uniform distribution on the interval
(0,1) or [-0.5, 0.5] of offsets (thresholds) 59(n), jel,NY ,6¥(n), jel, N and weights wi (),

ie,LNY,jel,N©, wy' ™ (), ieLN®,jel,N©, wi' ™ (n) ieLNY, jel NV, wy () ieL N, jeLN,
W (), iel, NV, jel, N, where N is the neurons number in ¢-th layer.

2.The learning set is set {(x,.d,)|x,eR"",d,eR""}, nel,N, Where x, is the »-th learning
input vector, d, is the »-th learning output vector, ¥ is the number of the input layer’s

neurons, N’ is the neurons number of the output layer, ~ is the learning set power. The
current pair number from the learning set »=1.
3. The output signal's initial calculation

xi(n):xni, iel,N()‘), Si(n_l):()’ ie,LN® . y’.(n—l):O, iel,N® . (5)

4. Calculation of the output signal for each layer (direct stroke)

Sj(n):f(ZIj(n)), jel,N(S) ,

N(H

zl,(n) = bj(.‘v) (n)+ Z w;f*‘v) (n)x, (n)+ NZ: w[(f*‘v) (n)s, (n—-D+ NZ: wijf'v) (n)y, (n-1)
i=1 i=1 i=1 , (6)

yj(n):g(zzj(n))’ le,N(y) ,

N

N(\)
22,(n)=b () + Y Wi (s, (n)+ Y wi ™ (n)y, (n—1)
i=1 i=1
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5.Error energy calculation:

E(l’l):%;e}z(n)p ej(n):yj(n)_dnj' (7)

6. Adjusting synaptic weights based on the generalized delta rule (reverse)

OE(n)
aw,;.q*@) (n) ,

OE(n)
ab\" (n)

(q) — H@ (q—€) — (4@
b’ (n)=b,"(n)+ w (n+1) =w;"(n)—n

OE(n) _
b (n)

OE(n) _
b (n)

g2,(n) gl;(n)

s jeO:Nma

s JE LN(y) ’
OE(n)
(s=y)
onl ()

OE(n _ — .
&,V{}'—()f)(),l):yf(”_l)gzj(n), ieO, NV, jel,NV,
Ui

=5, (Mg2,(n), ieO,N®, jel,LNY,

(8)
OE(n)

- =x, (n)gl.(n), iecO,NV, jelLN“,
(x—5) i J
ow; ' (n)

gzj(n) = g'(zzj(n))(yj(n)_dnj) s

OE(n) _ . (s) . (5)
6W!.(/.S_S)(n)_Si (n—l)glj(n), IGO,N ° JELN s

OE(n)
aw{.(,.y*’” (n)

=y (n-gl,(n), ieO,N*, jelLNV,

N

gl (n) = f(z1,(m) Y W™ (g2, (n)
I=1

7. Completion conditions validation. If »<~, To n=n+1, then go to 4.

If n=n m %iE(m) >¢, then go to 2, otherwise stop.

Ensemble Model of Reactive Agents Functioning Based on ENN-RSRO and Soft
Voting for Multiclass Classification

1 N [ 1 C
P(k)=— d,lje LNV} =k P(x|k)y=—) P.(x|k
() = 2largmax{ S| €LND} = k) . (x| k) C;c(xn
5 L(X| )_yck’ >
P(x | k)P(k) ©)
k' =arg max{P(k | x)|k e, NV }: arg max N‘“—k e, NV

Y P(x|e)P(e)

where C is the number of basic models,
P(k) 1s a priori probability of occurrence of an object of k-th class,

P.(x|k) 1s a priori probability of occurrence of an object represented by a vector x, in the
case of k-th class for c-base model, with the output values of the base model to be applied
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to softmax (for example, in the case of the proposed base model based on the Elman
neural network with recurrent and self-recurrent output (ENN-RSRO)).
P(k|x) 18 occurrence posterior probability of an object of k-th class represented by vector

The proposed method of identification of parameters of the ensemble model of reactive
agents functioning based on ENN-RSRO and soft voting for multiclass classification is
based on bagging.
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Abstract

Prediction of ADME-Tox molecular properties is extremely important in drug discovery, as it
determines the effectiveness of the drug and its success in passing the various stages of drug approval.
The purpose of this work is to create a Multi-Task Graph Neural Network capable of quickly
processing billion-scale databases of molecules, in order to select the most promising candidates for
further experimental research.

Keywords
Graph Neural Networks, Multi-Task Learning,Drug Discovery, Molecule Property Prediction.

1. Introduction

The prediction of ADME-Tox (absorption, distribution, metabolism, excretion, and
toxicity) properties of molecules is extremely important in the field of drug discovery [1,
2]. During research, scientists determine what values of these parameters the molecule
must meet in order to be able to reach the causative agent of the disease, interact with it,
and at the same time not be toxic to the human body and easily removed from it after
treatment. That is why the effectiveness of the drug and the successful passing of the
multiple stages of drug approval will depend on the accuracy of predictions of the
molecules ADME-Tox properties.
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The traditional testing methods,in vivo andin vitro, are experimental. That implies the
necessity to physically synthesize the molecule and conduct real experiments to determine
the ADME-Tox profile. Thus these methodsare time-, labor-, and resource-intensive.

In order to ensure a fast and cheap process of developing new drugs, it is necessary to
apply modern in silico computer modeling methods that provide a preliminary assessment
of the properties of molecules without a previous physical experiment.

Therefore, the goal of this work is to create a Multi-Task Graph Neural Network (GNN)
that is capable of quickly processing billion-scalemolecular databases in order to select the
most promising molecules from them for further experimental research.

2. Selection of a gnn architecture

The first stage of building a Multi-Task Graph Neural Network is the choice of graph
architecture for a base model. This is important because further, when we will extend our
research to choose the bestMulti-Task method the experimentations should be done on a
good performing architecture.It insures that performance changes at this stage are caused
only by multi-task approach, not by improper architecture of the GNN.

The graph architecture selection algorithm is as follows. For research, 8 datasets
containing regression and/or classification values of the target variable were selected.
Next, a grid of hyperparameters for neural networks was set. At first, a specific type of
graph layers is chosen. Then, a set of layer-specific hyperparameters is sampled. Next, we
will train the neural network defined by this set of hyperparameters and type of graph
layerson the selected 8 datasets independently and obtain two results: the score averaged
over 4 for binary classification tasks and the score averaged over 4for regression tasks.
Subsequently, using the Pareto intersection of two averaged scores, we will choose the
best architecture.

For binary classification problems, our primary metric is F1. It is a universal metric that
minimizes both false negatives and false positives and works well in class imbalance
settings. For regression problems - R2. This is a metric that takes values from -oo to 1,
where negative values mean that the model's predictive ability is worse than the prediction
of the average for all data, 0 is the same as always predicting the average, and positive
values mean that model’s predictionsare better than the simply always predicting the
average.
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Table 1
Graph layer-specific parameters to tune.
edges e . batch layers |heads |dropout . unit’s
name activation units -
features norm range |range |range multiplier
(True,
GATV2 False LeakyReLU False) {1,5} | {1,5} | [0,0.3] - -
(True, (32, 64,
GCN False LeakyReLU False) {1,5} - - 128) {1, 2}
(True, (32, 64,
GIN False LeakyReLU False) {1,5} - - 128) {1, 2}
(True, (325 645
GINE True LeakyReLU False) {1,5} - - 128) {1, 2}
(True, (325 645
MF False LeakyReLU False) {1,5} - - 128) {1, 2}

Here is the list of graph layer types we will choose from: GATv2 [3], GCN [4], GIN
[5], GINE [6] and MF [7]. Table 1 contains layer-specific hyperparameters.Parenthesis
denote a set of categorical options for a given parameter.Curly brackets indicate a
selection from aninclusive range of an integer value for a given parameter. Square brackets
are different from curly brackets in the sense that they define a real-valued range. All other
values are additional information for the architecture.

Additionally, the following hyper parameters were tuned over: Activation Function for
fully-connected layers, usage of Batch Normalisation vs Dropout, number of fully-
connected layers, graph readout function, batch size, learning rate and weight decay.

The best architecture turned out to be the MF graph approach [7] with 3 graph layers
with 128, 256 and 512 neurons, respectively. The linear part consisted of 2 layers of 512
neurons and a dropout between them equal to 0.15. The required learning rate is le-3
for a batch size of 32 and weight decay of 5*1e-5. Interestingly, graph readout of max
function consistently outperformed other readout functions.

3. Construction of a multi-task gnn

3.1 Terminology

Base values of metrics — values of metrics of models trained using AutoML Pipeline in
the “separate dataset - separate model” mode.

AutoML Pipeline is an internally developed pipeline for automating the training of
classical machine learning models, which includes the stages of automatic generation of
molecular descriptors, their selection and selection of hyperparameters using
Bayesianoptimization algorithm.

Dataset quality 1s a qualitative characteristic of the dataset introduced for convenience,
which can have the values "high quality", "medium quality" and "low quality". All
available molecular datasets were ranked by the base values of the target metric and
grouped into three quality classes accordingly.
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3.2 Research objectives

1. To determine a multi-task training method that will be the best compromise between
the quality of the obtained model and the training speed.

2. To investigate the dependence of the metrics of the multi-task neural network and
the stability of its training on the chosen method of multi-task training, the
quality, number and type of datasets selected for joint training.

3. To determine the optimal set of datasets for training a multi-task neural network.

At the beginning of the research, the following hypothesis was put forward: taking into
account the different quality and sizes of the datasets, the best results can be achieved by a
multitasking neural network by training on a subset of them. This hypothesis is the basis
for objective 3.

3.3 Research methodology

In order to obtain the necessaryinformation it is suggested to conduct a series of
experiments.

An experiment, in this context, is defined by a set of training datasets (sets of datasets a
multi-task neural network is trained on) and a set of external datasets (sets of datasets used
for the evaluation of a multi-task neural network that serve as a criterion for its
generalization ability).During each experiment, the neural network is trained on the same
set of training datasets for each of the predefined multi-task training methods.

The conducted experiments have a dimension of 3, that is, there are 3 axes of
parameters along which the experiment is determined, namely:

1. The number of datasets in the training set.

2. Types of datasets in the training set. That is, the presence of only classification,
only regression or both types of datasets.

3. Quality of the datasets included in the training set. For example, only Aigh quality
or presence of datasets of different qualities.

Thus, by setting different configurations of experiments and comparing their results, we
can elicit the answers to the formulated researchtasks, namely:

Training a Multi-Task Graph Neural Network on existing molecular datasets is stable.

The best metrics are achieved if both regression and classification datasets of high
quality and approximately the same size are included in the training set. That is, the
hypothesis put forward at the beginning of the study was confirmed - to obtain the best
results, it is not necessary to use all available datasets for multitasking training.

Analyzing the results, no method of multitasking learning was found that systematically
gave better results. Therefore, in order to choose a single method that will be used for
training the final model, it was decided to collect statistics on all experiments and
determine which methods most often gave the highest scores for each of the tasks.

The obtained results are shown in Table 2.
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Table2
The number of times, a multi-task method gave the best results among others.
Test part of datasets Validation part of datasets

Multi-Task

method Training sets External Training sets External fotal

sets sets

DWA 16 19 17 19 71
EW 15 22 18 23 78
GradNorm 24 17 25 11 77
IMTL 8 30 4 42 84
RLW 18 15 11 14 58
Uw 15 25 21 23 84

4. Conclusion

So, the top 3 methods that most often gave the best results are IMTL, UW and EW.

Given that IMTL has an evident bias towards validationpart of datasets and is the slowest

of

all methods, it was decided to reject its candidacy. There is no fundamental statistical

difference between UW and EW, but EW is the fastest method to train, and also the
easiest. In turn, the idea of the UW approach seems less robust to potentially non-standard
combinations of loss functions. Therefore, it was decided to train a multitask neural
network using the simple EW method.

As a result,a Multi-Task Graph Neural Network for predicting ADME-Tox properties of

molecules was built, which is superior in performance to classical machine learning
models built with AutoML Pipelineand surpasses them in terms of speed by 100 times -
1M molecules within 9 minutes on a single GPU of average performance.
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Abstract

In recent years, deep learning has become increasingly popular for solving generational problems
thanks to deep latent representation. Recently, diffusion models have risen in popularity among
researchers as generative models due to their rich power-generating ability. Nowadays, many
achievements have been reached in the computer vision field using these models. This paper makes an
overview of the generative diffusion model concept and its latent variation.

1. Introduction

Recent success in deep learning has been developing throughout all research fields.
Inevitably, generative modelling using deep neural networks became a hot topic of
research due to its ability to latently represent data [1, pp. 4-6]. Diffusion models are a
family of probabilistic models for generative modelling that iteratively change data
samples by introducing noise, after that learn to reverse this process and reconstruct the
original distribution. Now, they have record-breaking performance in many applications
and generative tasks, including image synthesis, video generation, and molecule design.
As they are likelihood-based models, they do not experience mode collapse problem and
have much more stable training, unlike generative adversarial networks (GANs). And,
due to parameter sharing throughout the model for denoising, they are able to much better
model complex distributions such as natural images, text or signals without dozens of
trainable parameters as in autoregressive models.

2. Denoising diffusion probabilistic model

The core idea behind the probabilistic diffusion model [2, pp. 2-4] is to model a
specific given distribution from random noise. That means that generated samples from
modelled distribution should be as close as possible to the original data samples. The
diffusion model can be described as the Markov process and it includes a forward process,
also called the diffusion process, in which input data is iteratively noised, and a reverse
process (or reverse diffusion), in which noised sample is transformed back into a sample
from the target distribution.

Supposing original data points are sampled from some real data distribution x0~q(x). A
forward diffusion process (1) is defined so a small amount of Gaussian noise N(-) is
gradually added to the samples, resulting in a series of noisy generated samples x4, . . .,

xr [3, p-3].
T
q(x¢ | xe—1) = N(xg /1 — Bexe—1,Bel ), q(x1.rlx0) = 1_[ q(celxe—1), (D
t=1
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where {8, € (0,1)}T =, - variance schedule, which controls step sizes of the process;
T - the total amount of iterations.

Given the forward process above, the reverse process [3, p.4] with learnable gaussian
transitions parameterized by 8 can be defined as (2):

T
poCor) =pGe) | | polre-nx)  poCealn) )
t=1
= N(xe-1; Ho(Xe, 1), Zo (X1, 1))

Diffusion model is trained using the reverse Markov transitions that maximise the
probability of the training data. But, that model has a huge drawback - as T can be up to
one or a few thousand steps, a single sample generation is very slow. So, nowadays a huge
portion of research of diffusion models is focused on increasing their efficiency.

3. Latent diffusion model

To overcome the problem of the diffusion model requiring heavy computational
resources, many different optimization approaches were introduced. One of the more
prominent ways to deal with it has been the research of latent diffusion models (LDM),
which recently got more attention from the research community. These models utilise the
diffusion process in latent space instead of original space (for computer vision that would
be pixel space), thus reducing training complexity and speeding up the generation
process.

In particular, using LDMs has made possible faster high-resolution image synthesis [4,
p.2]. To work with such high dimensional data efficiently, an autoencoder E is used to
map them into a learnt smaller 2D latent feature space z = E(x) € RYWX¢ compressing
input data before the diffusion process. To reconstruct a sample from latent space, a
decoder D is also trained, X = D(z). Another advantage of this approach is that both
encoder E and decoder D could be pre-trained and used with different diffusion models in
latent space.

Applying LDMs has led to achieving state-of-the-art results in computer vision for tasks
of text-to-image translation, class-conditioned image generation, style transferring, image
inpainting and single-image super-resolution [4, pp. 6-8]. But, while doing the diffusion
process in latent space significantly decreases computational requirements compared to
pixel-based approaches, it is still slower than image generation of GANSs or flow models.
Another problem may be the use of an autoencoder for mapping data to latent space, as the
reconstruction capability of the decoder D could become a bottleneck for higher fidelity
tasks.
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IHTEJEKTYAJIBHI TEXHOJIOI'TI AHAJII3Y TEXHIUHOI'O
CTAHY BIMCBbKOBOI TEXHIKH 3B’SI3KY TA KIBEPBE3IIEKHA
HA ITIOJII BOIO

Ko3zy6uosa JI.M.!
Ko3y6uos I.M.?
Tyabuuncobka .M.}

'Kano.mexun.nayx, 3asioysau xagedpu mamemamuxu ma @isuxu  Bilicbkosozo  incmumymy
menekomyHikayiu ma ingpopmamuzayii imeni 'epoie Kpym, Kuis, Yxpaiua.

2Jlokmop neo. nayk, Kamo. mexu. HayK, Cmapuiull HayKosui cniepobimuuk, npogecop kapedpu 60106020
3acmocysants niopo30inie 38 'a3ky Bilicbkosoeo incmumymy menexomynikayiti ma ingpopmamuzayii imeni
I'epoie Kpym, Kuis, Ykpaina.

SBuknadau xagedpu mamemamuxu ma Qizuku Biticbko6ozo iHcmumymy menekomyHikayitl ma
ingpopmamuszayii imeni I'epoie Kpym, Kuis, Ykpaina.

Abstract

The paper suggests the use of intelligent technologies for analyzing the technical condition of military
communications equipment and cybersecurity on the battlefield. The technological revolution that has
been taking place in recent years is causing drastic changes not only in society, but primarily in the
Armed Forces of Ukraine.

Key words
Intelligent analysis technologies, technical condition, military communications equipment,
cybersecurity.

AHOTaNIis

B po06oTi 3armpornmoHoBaHO 3aCTOCYBaHHS IHTEICKTYAIbHUX TEXHOJIOTIN IS aHAIi3y TEXHIYHOTO CTaHy
BIHCHKOBOT TEXHIKM 3B’S3Ky Ta KiOepOe3nekn Ha moiyi 0oto. TexXHONOTIYHA PEeBONIOUISA, IO
BiZIOyBa€eThCS MPOTATOM OCTaHHIX POKIB, 3yMOBIIOE KapJHHAIBHI 3MiHM HE JIMIIC B CYCIIJIbCTBI aje B
MIepITy Yepry B 30pOiHMX cuilax YKpaiHd.

Kurouosi ciioBa

[HTENeKTYanbHI TEXHOJIOTIT aHANi3y, TEXHIYHHIHA CTaH, BIHCHKOBA TEXHIKa 3B 53Ky , KibepOe3meka.

1. Beryn

TexHoJioriYHA PEBOJIIOIISA, IO BiAOYBAETHCS MPOTITOM OCTaHHIX POKIB, 3YMOBIIIOE
KapAWHAJIbHI 3MIHM B CYCHUIbCTBI: 3apODKYIOTbCS HOBI KYJBTYpHI Ta €KOHOMIYHI
TEHJEHI[ii, HOBe BUPOOHUIITBO, HOBI BUAM COLIIAJIbHUX KOMYHiKalid. Taka cdepa KuTTA
CYCIIUJIbCTBA, SIK Oe3rneka Ta o0OpOHa, HE MOIJIa 3aJUIIMTHUCS 11032 BILUTUBOM (aKToOpy
PO3BUTKY HOBITHIX TexHoJsiorid. CaMe pO3BHUTOK HOBITHIX TEXHOJIOTiM, a TaKOXX PIBEHb
3HaHb IPO HABKOJIMIIHIN CBIT 3aBXJIM WMILIMA IUIY-O-TUNY 3 BIMHOIO 1 0€3MOoCcepeIHbO
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BIUTMBAIM Ha i1 BUTIIsAA. [IpUCKOpEHHS TEXHIYHOTO MPOrpecy CTaBUIIO Ha CIyXOy BiiHI
BCE HOBI1 BIJIKPHUTTS Ta BUHaxoau [1].

CraHOM Ha CHOTOJHINIHIA J€Hb, 30pOWHUN KOHQIIKT HE MOXKe OyTH YCHIITHO
BUpIIIICHUI 0€3 BUKOPUCTAHHS HOBITHIX BHUIB 030pPO€HHS, Cy4aCHUX CHUCTEM PO3BIIKH,
nepenayl JaHux, YIpaBIiHHS Ta ypaKeHHs, sIKi Xo4a 0 4aCTKOBO HE MICTHJIM CKJIAJ0BY 31
“IITYYHUM 1HTEIEKTOM .

BukopuctanHs “IITy4HOrO 1HTENEKTY , SIKHUA € CYKYIHICTIO TEXHOJIOT1H, IO
00’€IHYIOTh JaHl, aJrOPUTMH Ta OOYMCIIOBAJIbBHI MOTYXHOCTI € OJHUM 3 JOCHUTh
YyTJIMBUX MUTAHb I1]] Yac BiiTHU.

Biitna Pocii nporm Vkpainm mnokazana mnoTpeOy Yy 3acTOCyBaHHI KOHIIEMIiN
IHTENEeKTyaJIbHOTO 300py 1H(pOpMaIllli Npo TEXHIYHUNA CTaH BIMCHKOBOI TEXHIKH 3B’SI3KY
(BT3) ta piBenb kibepoOe3meKu.

CdopmymnroemMo MpakTUUHY 3aja4dy 300py iHGoOpMaIlli mpo TeXHIYHUN CTaH BIHCHKOBOI
TEXHIKH 3B’ 53Ky Ta Ki0epOa3meKHu.

CyuacHa amapaTHa oOJaIITOBaHa CIEHIaTbHUMU JaTdyukaMu 300py iHdopMallii mpo
TEXHIYHHM CTaH BiiiCbKOBOi TexHiku 3B’s3ky (BT3) Tta piBenp KkibepOesneku
(K10ep3aXHINEeHOCTI), sIKka HAKOMMUYY€ETHCS Ha CEPBEPI.

Jlnst mpukiamy MU PO3TIIIHEM JIMIIE TEMIEPaTYpHUN PEXHUM TEICKOMYHIKAIIHHOT
anapaTypu. 3a JIETeHJI0I0, 10 3 TOJMHM HaJl arnapaTHOO MpodiTae OE3MUIOTHUN amapar
(BIJIA) Ta 3a momomororo konieniii 6oitoBoro loT (Internet of Battle Things, IoBT
HOBITHIM TPEH]I TEXHOJIOIIi 1HTEPHETY peyeil) 3M1MCHIOEThCA 3YMTYBAaHHS MHOKHHM LI€T
1H(popMaii A1 MOAANBIIOTO ii epeaadl Ha HeHT o0poOku [2].

Meroio pocimkennsi€ OTJISIJ] 3aCTOCYBaHHSI IHTEJICKTYyaJIbHOI TEXHOJIOTI IS aHaji3zy
TEXHIYHOTO CTaHy BIICHKOBOT TEXHIKH 3B’SI3Ky Ta Ki0epOe3neKku Ha 1ol 0010.

2. Pe3yabTaTt H0CIIIKEHHS

Hapa3i Bxke BinOyBaroTbCs KapJWHAIbHI BIPOBAIKEHHS y BIMCHKOBIM cdepi 11010
nmigxoaiB BefaeHHs OoiioBux mii [3]. TeaTp BIMCHKOBHX il BXKE IIIJILHO HAITOBHCHHUH
PI3HUMH TPUCTPOSMH, 1110 BUKOHYIOTH BEJIMYE3HUH CIEKTP OCHOBHUX 1 JOMOMIKHUX
OoioBux 3aBmanb [4]. Lle mpwiamm, natyuku, MOOUIBHI HPUCTPOi, “po3ymHA” 30pos,
TpaHCHOPT, poOOTH TomO. Bcl BOHM MOB’s3aH1 MK COOOIO 1 COJIJIaTaMU, KOXKEH y MIpY
CBOET “IHTENEKTyaNbHOCTI” Ji€ SK JpKepena iHdopMmarlii, ska MiaIsarae a”amizy s
BUPOOJIEHHS MPABUIILHOTO PILIEHHS Ta BUJIayl KOMAaH/IM YUHHUM MiIpo3/11aM abo TeXHILI
[5].

Cxema yMOBHOI peanmi3allii KOHUEMNIIi I1HTEJEeKTyalbHOro 300py 1H(dopmamii mpo
TEXHIYHHUI cTaH Ta KibepOesneku 3 BukopuctanuaMm BITJIA ta IoBT noxana Ha puc. 1.

VY BIACHKOBIM MpakTHUIll JIarHOCTHKAa TEXHIYHOro cTaHy Ta KibepOesneku BT3 €
CKJIQJIHUM TIPOIIECOM, SIKUH OIIIHIOETHCS 32 KOMIUIEKCOM TMapaMeTpiB (izudHuX (KOJip
MOBEpPXHI, Bara Ta iH.), IHCTPYMEHTAJbHUX (TeMIepaTypa MoBepXi) Ta J1abopaTOPHUX
(BUMIp B KOHTPOJIbHMX TOYKaX PIBHS HANpPYTH Ta CTpyMy ToIllo) mapamertpis [6, 7]. Lli
TEXHIYHI MMapaMeTpH € MOKa3HMKaMU CTaHOM Ha 4Yac fo BUMIPIOBAHHS Ta BiMOOpaxaroTh
MOTOYHUN TEXHIYHUN cTaH oKpeMux KommnoHeHTIiB BT3. Bonu MoxyTh 3MiHIOBaTHCS B
npoiieci ekcruryaraiii BT3 (crmocrepexeHHs) LUIKOM 3aKOHOMIPHO a00 BUIAJKOBUM
YUHOM, 200 3aIMIIATUCS MOCTIMHUMU. SKII0 3MiHa TexHIyHOro crany BT3 BigOyBaeThcs
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I[ITKOM 3aKOHOMIPHO 4YH JCTEPMIHOBAHO, OYyIb-SIKMM HACTYMHUH 4YH TOTNEpEaHIN
TEXHIYHUH CTaH OJTHO3HAYHO BU3HAYUMO.

ioJsws

:  AOCIFOL=——=2
i THEATER INTEL
* FIGHTER BASES

Puc. 1: Cxema yMOBHOI peasizanii KoHIEMii 300py iHpOpMaLii mpo TeXHIYHUHA cTaH Ta KibepOesneku 3
BukopuctanHsM BITJIA ta IoBT

3. BucHoBKkH

Taxum unHOM, peanbHuil TexHiuamit cran BT3 Oyzae iimoBipHicHuM. ToMy BUIIaAKOBUM
YMHOM 3MIHIOBaTUMYThCS cami mapameTpu. B pe3ynpTaTi Ha MiJACTaBl MOTOYHUX
IHIUBIIyaIbHUX BHU3HaYeHb napameTrpiB BT3 He MoOXHa OAHO3HAYHO CKa3aTH MIpo
MOMUJIMBUNA TEXHIYHUN CTaH KOMIIOHEHTIB Y MOJAJIbIIOMYy, TOOTO 3pOOUTH MPOTHO3.
Curyanis yCKJIaIHSIOThCS Y BUNAAKY BUKOPUCTAHHS IPyNU OAHOTUIIHUX 3paskiB BT3, y
AKIA KOKEH OKPEMHH XapaKTepu3yeTbCs BIACHUMHU IMapaMeTpaMu J1arHOCTHKHU. Takum
YUHOM, [TapaMeTPH TEXHIYHOTO CTaHy € BUIIAJKOBUMH, KMOBIPHICHUMH.

ImoBipHiCHUI xapakTep TexHiuHOro ctany BT3 Moke 3yMOBIIIOBATUCH PI3HUMU
NPUYUHAMH, OCKUTBKH HEMOJKJIMBO BpaxyBaTd BCi (pakTOpH, MO BIUIMBAIOTH HA TPOILIEC
excrtyararii BT3, 1 Ttoml mi ¢akTtopu BHUSABISIOTHCS Y BHUMAJAKOBUX BIIXHIICHHSX
mapaMmeTpiB BiJl HOPMaJIbHUX (CTaHIAPTHUX) 3HAYEHb, @ HEMOXJIMBICTH OOJIIKY MOXKE
JTUKTYyBaThCA (PaKTOpaMmH, IO 3aBa)KarOTh, 30BCIM 1HIIOTO XapakTepy ado mymamu. [{um
BUHUKAIOTh BUITAJIKOBI Bapialii TexniyHoro ctany BT3, sk mporecy.

[HII0I0 TPUYMHOIO MOXKYTh OYTHM CHCTEMAaTH4HI BIAXWICHHS BiJ CTaHAAPTHOTO
3HAUCHHS, MO0 KBATI(PIKYIOThCS SK TOMIJIKH (HAIIMHICTH) METOIYy BHUMIpPIOBaHb, IO
CIPUYUHSIOTH MOXUOKU. B pe3ynpTaTi ekcrepT 3HaXOAUThCS B YMOBaX HEBU3HAYCHOCTI,
OCKIJIbKM ~CIIpaBXHS (JIeTepMIHOBaHa) TEHJEHIS 3MiHAa TexHiuHoro crtany BT3
BUSIBIISIETHCS BUTIAJIKOBUM YMHOM 32 KOMIUJIEKCOM TapaMeTpiB, ajie sika MOXKE MPOSBUTHUCS
B MMOJIJIBIITUI Yac MOTIPIICHHSM TEXHIYHOTO CTaHy. Y IIbOMY BITHOIIIEHHI TEXHIYHUM CTaH
BT3 moxe OyTtu ynoaiOHeHUN IMOBIpHICHOMY a00 CTOXaCTUYHOMY IIpolecy Teopii
nMoBipHOcTer. Taki mporecu MiANOPSAKOBYIOThCA TEOpil OJHOPIAHUX JIAHIIOTIB
Mapxkoga.
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TEXHOJIOT'ISI BJIOKYENH B OCBITHIA COEPI

Ko3youosa JI.M.!
CuoBuaa B.€.2
3yoko O.A.°
Ornesa JL.I'.

'Kano.mexn.nayx, 3asioysau xagedpu mamemamuxu ma @isuxu  Bilicbkosozo  incmumymy
menekomyHikayiu ma ingpopmamuzayii imeni 'epoie Kpym, Kuis, Yxpaiua.

2Cmapwuii 6uxnadau kageopu mamemamuxu ma Qizuxu Bilicokosozo incmumymy menexomyHikayiii ma
inpopmamuszayii imeni I'epoie Kpym, Kuis, Ykpaina

SBuknadau xagedpu mamemamuxu ma Qizuku Biticokoeozo incmumymy menekomyHikayiti ma
inpopmamuszayii imeni I'epoie Kpym, Kuis, Ykpaina

‘Buxnaoau xageopu mamemamuxu ma @isuku Biticbkosozo incmumymy menekomymikayii ma
inpopmamuszayii imeni I'epoie Kpym, Kuis, Ykpaina

Abstract

The paper considers the main trends in the implementation of blockchain technology. The results
confirm the innovation of blockchain technology, which can change most aspects of modern human
life. It can provide a completely new level of trust in the transmission and storage of information, as it
works with a complex encryption system. It is proposed as a new trend in the application of
blockchain technology in the educational environment.

Key words

Blockchain, blockchain technology, education, educational environment.
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AHoOTaLisA

B po0oTi po3risiHyTO OCHOBHI TEHIEHINI BIPOBADKEHHS TEXHOJOTii ONok4eiH. PesymbraTu
MiITBEPKYIOTh 1HHOBAITIHHICTE TEXHOJIOTI] OJOKYEHH, MO CIPOMOKHA 3MIHHTH OUTBIIY YacTHHY
ACIIeKTiB CYYacHOI'O JKUTTS JIIOJICTBA. BoHa Moke Hajgatu aOCONIOTHO HOBHMI piBEHb JOBIpH LIOAO
nepenadi, 30epiraHHs iHQoOpMamii, TaKk SK TPAMIOE 13 CKIATHOI CHCTEMOIO MIN(QpPyBaHHS.
3anponoHOBaHO K HOBY TEHJICHITIIO ¥ 3aCTOCYBAaHHI TEXHOJIOT1i OJJOKYEHH B OCBITHHOMY CEPEIOBHIIII.

KiouoBi ci1oBa
brnokueiin, TeXHOIOTisI OJIOKYEHH, OCBITa, OCBITHE CEPEIOBHIIIC.

1. Beryn

[HdopmaliiitHl TEXHOJOT1i TPOHUKAIOTh Y BCl c(hepr HAIIOTO KUTTSA. BoHM € BaXIMBOIO
CKJIaZIOBOIO OCBITHROro mpouecy. CydacHi NITH 3pOCTalOTh 13 TaJKETaMU B pyKax. 3
JUTUHCTBA BUBYAIOYM HE TUIBKU CBIT NPHUPOAM, a i rajpketiB. ToMmy nepes BCIMa CTOITh
3aBJlaHHs 3pOOMTH TaK, 1100 TEXHOJIOTI HAaBYajM, a HE po3Bakaiau. [ LbOro aKTUBHO
CTBOPIOIOTHCS Ta BIPOBAPKYIOThCS MPOEKTH [HTEepHeTy peueil. Hanpuknaa Oe3neka, Tak
K BUKOPHUCTaHHS KaMep BIJEOCIIOCTEPEKEHHs, TaTUMKIB JUMY 1 3aTOIJIEHHS ChOTOJIHI €
3BUYHUM SIBULIEM.

[Ile moymHarOYM 31 IIKOJM BBOJATH EJIEKTPOHHI moAeHHMKU Ta ID-kaptku. Oxpim
€JIEKTPOHHUX JIOKYMEHTIB 1 HaBUAJbHUX MOCIOHUKIB, MOIMYJISIPHOCTI HAOMPA€E EIEKTPOHHE
TEeCTyBaHHs 1 aHkeTyBaHHsA. Y 2020 poky mNOMMpPEHHIO 1H(OPMAIIHHUN TEXHOJOT1H
copusuia nasaemis, a 24 mororo 2022 poky B3arajii CTajo JHEM, [0 3MIHUJIO CBITOTJISL 1
3BUYHE KUTTS HE TUIBKU YKpAiHIIB, a 1 BCbOrO CBITY. barato koMmaHiii B pi3HHX cdepax
TISTBHOCTI Oynu 3MylIeHI TepedTh Ha aucTaHuiiHuil ¢opmar. OcBita He cTana
BUHATKOM. 3aHSTTS, 3/1a4a ICMIUTIB, KOHTPOJbHUX POOIT, 3aHSTTS MPOBOJUIMCH OHJIAIH.
Ile B cBOIO 4epry M0O3BOJIMIIO YITKO BU3HAYMTH TEPMIHM 371a4l POOIT, COIPOCTHIIO MPOILEC
NEPEBIPKHU, a TAKOXK JAJI0 3MOTY YaCTIlIEe B OHJIAWH-PEKUMI B1ICIIIKOBYBATH YCIIIIHICTD,
HIATPUMYBATH KOHTAKT 3 BUKJIaJladaMH Ta OOrOBOPIOBATH aKTyallbHI MUTaHHS. A 3 1HILIOTO
00Ky — HEOOXIIHICTh PO3BUTKY CHCTEMHU O€3IEeKH B 1HTEpPHETi, KOMYHiKailii, Touo. B
TaKUX YMOBaX 0COOJIMBO1 aKTYaJIbHOCT1 HaOyJia TEXHOJIOT1s OJIOKYEHH.

2. AHAaJI3 OCTaHHIX J0CTIIKeHb 1 myOJikanii

Po3pobui 1 BUKOpUCTaHHS OJIOKYEWHY Yy pi3HUX cdepax NpUCBITHIM BueHl: [l
Amnmen6aym, O. banastok, JI. Barcon, P. Barrenrodep, P.T'apriarep, K. Jlaxasni, O.
Mensauuenko, P. Hemep, B. Omiiinuk, B. Ocmsatuenko, B. [Munasens, K. Pequenko, H.
Prokecromzep, M. Cgan, 0. Crenbmamyk, FO. Uepnsascbkuit H. [llumkosa, H. FOmenko
Ta 1H. AHaJi3 iX Mpaub J03BOJIUB BCTAHOBUTH MPOTAJIMHY Y MOMJIMBOCTI 3aCTOCYBaHHS
OJIOKYEIHY Y OCBITHBOMY CEPEJIOBHIIII.

3. MeTo10 10CTiTKeHHA
€ 3acTOoCyBaHHS TEXHOJIOT1S OJIOKUYCHH B OCBITHBOMY CEPEIOBHIILII.
4. Pe3yabTaT X0CJIIKEHHS

TexHonoria ONOKYEHH — € 1HHOBALIEI, IO CIPOMOXHA 3MIHUTH OUIbIILY YacTUHY
aCIIeKTIB CyYacHOTO JKHUTTS JojAcTBAa. BoHa Moke HajgaTh aOCOMIOTHO HOBHM PIBEHBb
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JOBIPY IIOAO Mepenadi, 30epirands iHpopmarlii, Tak SK MpaItoe i3 CKIATHOW CHUCTEMOIO
mudpyBanHs. [1].

Cdepu BUKOpUCTAaHHS TEXHOJIOTIT OJIOKYEHH 3a TaHUMH [2] CXeMaTHYHO 300pakeHO Ha
puc.l.

Hwi-7%
Marepians3Hascteo 2% Komn'iotepHi Haykn 33%

®isuka Ta

acrpoHowis
2%
Enepretuka 3%
CoujanbHi Hayku 5%

Bi3Hec, MeHeKMeHT,
6yxrantepcokuii 06K
6%

IWKeHepis
20%

MIATPMMKN NPWAHSTTA PilueHbI%

Maremaruai MeToau Tamopeni 10%

Puc. 1: Cepu BUKOpUCTaHHS TEXHOJIOT1T OJOKUYEHH

3niiiCHEHUI aHalll3 HAyKOBUX MyOiKaliid, Kl BXOIATH 10 HAYKOMETPUYHOI 0a3u
Scopus 3acBiquuB, 1o B nepiog 3 1992 poky mo 2012 pik Oyno omy061iKOBaHO TUTBKH 8
HAYKOBUX CTATE€H MPUCBSIYCHUX OJIOKYEHH-TeXHOJOTii. Xoy4a 3a mepion 3 1992 mo 2022 pik
— 27722 3a naHoro TemMaTukoro 27722 myounikauii, a 3a ciuenb — arotui 2022 poxky — 1122
npati. Lle cBiAUMTh PO HAYKOBHII 1HTEpEC A0 JaHOI TeMaThKu [3].

briokueiin sBiise cob60r0 po3noaieHy 0a3y aHuX, sika 30epirae iHdopmalis Npo KOXHY
TpaH3aklii y BUIVISAAl JIAHIIOKKAa OJIOKIB, a TaKOX € 3axuIIeHOI BII 3MIH
kpunrorpadiuauMu 3acobamu. Koxxauit HacTynmHui 070K MoB'si3aHui 3 nmonepeaHiM. Hoea
iHpopMallis 1ogaeThCa TUIBKM B KIHEIb JIaHIFOXKKa. JlaHl y OJIOKYEHHI HE MOXKHA
MiPOOUTH, OCKUTHKM KOXKHUN HOBHUM 3aITUC € MATBEPKEHUM B ICHYIOUOMY JIAHITIOKKY.
1106 3minuTH naHi Tpeba 3poOUTH 3MIHU Yy BCIX ICHYHOUMX OJokax. OCKiIbKUA CHUCTEMA
po3mnojiaeHa, To iHpopMarlis Mpo BCi 3alMCH B CUCTEMI 30€pIra€ThCs Ta OHOBIIOETHCS
OJTHOYACHO Yy BCIX YYacHHMKiIB. 3a3BUuyail Ha BCIX KOMIT'IOTepax 30epiraerscsi BCs
1H(popmarlis ycix OJIOKIB, aje € Ha KOMII FoTepl 30epiraTd TUIbKH JEsKI OKpeMi OJIOKH
TaHUX.

Km0 BUKOPUCTOBYBaTH OJIOKUEHH cucteMy Ta [HTEpHET peueld B OCBITI, TO
JIOCTOBIPHICTb OY/b-SKUX JaHUX MOKHA MiATBEPJUTHU 3a JOTOMOTOIO JIAHIIKOXKKa OJIOKIB.
Hampukian mpo momryky poO60TH BHUITYCKHUKOM, MOKHA HaJaTH TOCHWJIAHHS Ha OHJIAIH-
3amuc Ipo OTPUMaHy OCBITY 4M cepTUdIKaTh 3100yTi B HepopMamnbHi ocBiTi. Takuii
M1X17] BHECE KapAuHAIbHI 3MIHM M1 3aKJIaJaMU OCBITH Ta cTekxoiaepamu. [ndopmarris
PO OTPUMaHIi 3HaHHS 30epiraTUMEThCS Ta JIETKO MiJAaBaTUMEThCS MEePeBipIli.

B OnoxdeitH-Mepexi MarOTh MOXIUBICTh 00’ €IHYBAaTHCS KOPUCTYBadl PI3HUX
reorpadiyHUX PETiOHIB Ta JIJIsi HUX BMICT OJIOKIB Oyje BikpuTtuM. ToOTO, KOPUCTyBadi B
OyIlb-IKOMY KYTOYKY CBITY MOXYTh MMOOQYUTH BMICT OyIb-SKOT0 OJIOKa, MEpPEeBIpUTH
JIOCTOBIpHICTh 1H(MOpMaIii uyu pomatd HoBi gaHi. [lpu Takomy migXol 3HUKAE
HEOOXIIHICTh TEPEBIPKH aBTEHTUYHOCTI 1HGoOpMalii 1HIMMU TIOABMH. Y OJOKYEHH-
CHCTEeMI Ha JOCTOBIpHICTH iH(OpMaIli HE MOXe HIXTO BINIMHYTH. OCHOBHI MEpeBaru Ta
HEJI0JIIKN OJTIOKYEHHY HaBeAeH] B Ta0O. 1.
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Taoanus 1
ITepeBaru Ta HEIOJIIKU OJIOKUYCHHY
Henomniku [lepeBaru
Benuka macmTaOHICTh Jeuenrtpanizaiiis
He3BopoTHicTh HaniiiHicTh
Araka [Tpo3opicThb
VYHiBepcaJIbHICTh

[Tpouiec poGoTu G10KYEHHA CXEeMAaTHYHO 300paKeHO Ha puc. 2.

Kopuctysau TpaHsakuia Meperxa Bok TpaHsaKuini Tpansakuia
reHepye = nepepaerbca B — nepesipse E==F> | nigKNIIO4aETLCA A0 | =2 r‘f‘;’gmﬁ%’g’;‘g&
TpaH3aKuilo Mmepexy TpaH3aKuito MUHynunx 6nokis TpaH3aKuii

| |

TpaH3aKuia TpaH3aKuia
BigxuneHa niaTBepaXKeHa

Puc.2:IIpouec pobotu O10kueiiHa

[IpuiiHATO PO3IIATH ICHYIOUlI Ta TMOTEHIIMHI acneKTH OJIOKYEeWH Ha TPU KaTeropii:
onokueiin 1.0, 61okueiid 2.0 ta 6mokueiin 3.0 [2].

B Vkpaina B OCBITI € TpHKIaau 3aCTOCYBaHHS TexHoOJOrii OmokueiH. lle cucrema
STUDYPASS, sika ga€e 3Mory cTyJIeHTaMm. 110 ilyTh Ha HABYaHHS JO YKpPaiHU OTPUMYBATH
CBOEYACHI Ta SIKICHI 1H(opMaIiifHi cepBicu. BoHa 103Bosisie cTBEpKyBaTH, 0 OdilliiHe
3ampoIIeHHs] Ha HaB4YaHHS (QakTuyHO OyJo BHUJAHO 0co0i, sika ¥Woro Hagama. Takox
TEXHOJIOTisI OJOKYEH BHKOPHCTOBYETHCS B MACOBUX BIJKPUTUX OHJIAMH-Kypcax Ta
€JIEKTPOHHMUX MOPTQOIIIO0 s TePEBIPKM HABUUOK 1 3HAHB [4].

5. BucHoBku

MoxHa ckazaT, 10 OJOKYeWH — I1¢ HOBUH THN 1H(POpPMAIIIHHOI TEXHOJOTII, 10 3a
JECATOK POKIB CTajla MOTYXHUM I1HCTPYMEHTOM B Cy4YacHOMY cCBiTi. B 1mimomy cdepa
BUKOPHUCTAHHS 11 JOCUTh IIMPOKa. 30KpeMa, BUAUIMMO OCHOBHI HampsSMH, SIKi BapTO
JOCIIIKYBATH 3311 YJOCKOHAJICHHSI B TIJIaHI OCBITH:

v\ OLIbII JETaAbHO JOCTIJWTH BIUIMB Ta JOMUIBHICTH 3aCTOCYBaHHs OJIOKUYCHHY B

OCBITHIH Taly3i;

v’ yIOCKOHAJICHHS 3aKOHOIaBCTBA 11010 3aCTOCYBaHHSI JaHOI TEXHOJIOTI;

v’ 3axonu kibepOesnexwu;

v YIOCKOHAJIEHHsS HasBHOI TEXHOJIOTil 3 METOI0 BHUSBIICHHS HOBUX IIEPCIIEKTHB Ta

HaIpsMiB 3aCTOCYBaHHS.
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Abstract

The Internet of Things (IoT) is penetrating all new areas. More and more industrial enterprises are
showing interest in loT technologies and their possible application in their own business processes.
Analysts even see that industry will become one of the growth drivers of this market in the next six
months [1]. One of the industries most susceptible to the IoT revolution is retail. Functional
capabilities of sensors and information provided by them allow solving the largest range of problems
inherent in industries.

One of the industries where IoT is being implemented is the fuel industry, in particular gas stations. A
gas station in the modern world is a provider of comprehensive services built around fuel. Moreover,
the need to fill the tank often becomes an excuse to receive a wider set of services, and in this light,
every aspect of the station takes on additional importance, and [oT helps to optimize them all. Unlike
an existing system for Fuel Level Monitoring, it differs by monitoring the fuel level and provide the
access to monitor the vehicle in any place with the use of (IOT). Automatically updates the
information of Fuel entering inside the tank. [2] Fuel level monitoring solutions give accurate, real-
time readings of fuel usage, alerting fleet managers if readings exceed normal limits, so that there is no
shortage of fuel.

Key words

Gas station, fuel level sensor, fuel tank
1. The problem of uninterrupted filling of fuel tanks

IoT creates new opportunities for companies to expand the range of their services,
strengthen their business ideas from accurate and timely data, improve business processes
and differentiate their offers on the market. The oil products sector consists of many
objects of various nature (gas stations, oil depots, transport and repair units, etc.),
including networks of gas stations (gas stations). The problem is to increase the efficiency
of the control system of gas stations in the conditions of a complex environment, an
increase in vehicles, the instability of the system load level and fuel use. The network of
gas stations is a set of service facilities (gas stations and Point-Of-Sales, POS, points of
sale), channels of interaction and transport of goods, money and information between
them, as well as auxiliary facilities (warehouses of fuel and lubricants and oil depots of
various levels, means of transport, service structures, etc.). Also, the gas station system is
connected with a large flow of customers around the clock, and any delay in servicing and
providing services can affect the business as a whole. Therefore, there is a need to
automate the processes of not only gas station customer service, but also the control of
uninterrupted service provision as much as possible. One of the components in the chain
of service provision is the supply of fuel from fuel tanks. Tanks can hold from 100 to
50,000 m3 of oil and oil products. For uninterrupted fuel supply, the fuel level in the tanks
is monitored. Methods are usually used:
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With the help of level gauges installed in tanks with liquid petroleum products:

diesel fuel or gasoline. This data must then be processed by a person or a system to
make decisions about the need to refill the tank with a particular type of fuel.

Using ultrasonic level meters. They measure the fuel level non-contact using

ultrasound, are installed on the bottom of the tank (outside) and do not violate the

structure and integrity of the tank, there is no intervention in the middle of the tank.

An ultrasonic wave transmitter is used in the ultrasonic sensor to send ultrasonic wave.
Now after reflecting the reflected wave signal is received by the echo receiver of the
ultrasonic sensor. If the ultrasonic sensor is placed at a height of” from the fuel surface
then the distance travelled by the ultrasonic wave from the transmitter to the receiver is =
2d. Now if the time to travel the distance is ‘t” sec then in S.I. unit.

2% d =t x 340, (1)

The speed of ultrasonic wave in air is 340 m/s.
Or d=(1/2) x t x 340

Now 1if the distance of ultrasonic sensor from the bottom surface of fuel container is
‘H’ then the level of fuel ‘h’ can be determined as,

h=H-d
Now if the distance of ultrasonic sensor from the bottom surface of fuel container is
‘H’ then the level of fuel ‘h’ can be determined as,

h=H-d
Now if the distance of ultrasonic sensor from the bottom surface of fuel container is
‘H’ then the level of fuel ‘h’ can be determined as,

h=H-d

Now if the distance of ultrasonic sensor from the bottom surface of fuel container i1s ‘H’
then the level of fuel ‘h’ can be determined as,

h=H-d, )

This value of ‘4’ is continuously monitored by displaying it on a website.
Let at time ‘¢/” and ‘22’ the level heights are ‘h1’ and ‘h2’the rate of change in level can
be given as

r = (hl — h2)/(t1 — t2), 3)
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Now when the fuel is drained, the value of ‘7’ is high than at any other time. So, a
threshold value can be set if the value of ‘»” goes higher than that value a buzzer will be on
and a message will be sent with the help of a GSM modem connected with the micro-
controller.

In case of fuel track as the level never remains fixed due to motion of the track equation
(iv) is become

r = |hl — h2|/(t1 — t2), 4)

While the track is to be emptied the system can be stopped manually [4].

In order to eliminate the untimely response of a gas station worker to a low fuel level,
insufficient qualification of the worker and other human factors, it is proposed to use the
IoT concept to automate the process of determining the fuel level in the tanks, processing
the received data regarding the need to refill the fuel tank with one or another type of fuel,
and submitting data to decision-making center.

2. Requirements for the fuel level control system in tanks

[oT solutions will combine a large number of functions, which include: sensors and
controllers, a gateway device for collecting data and sending it to a server, a
communication network for data transmission, data analysis tools and data visualization
software, etc. [ 3].

The following requirements are put forward to the fuel level control system in the tanks:

1. The data collected from the sensors (sensors) of the Internet of Things system must

be stored and processed on a remote powerful server (using cloud technologies), but
before that undergo pre-processing to minimize the use of transmission system
resources;

2. The raw data collected from the sensors must travel through the network as little
as possible;

3. Data semantics and their semantic load should be controlled: data that do not
carry new significant information, after undergoing their primary processing,
should not be transmitted over the network in order to save its resources;

4. Trrelevant or erroneous data must be identified and destroyed. If necessary,
repeated collection of correct data should be carried out.

The correct organization of the data processing process will allow the network to
successfully cope with the significant load that will inevitably be produced by the Internet
of Things systems [5].
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3. Architecture of the fuel level control system in tanks

The fuel level control system is shown in Figure 3.

Fig. 1: Fuel level control system

Sensor level. 10T sensors are pieces of hardware that detect changes in the environment
and collect data. The sensor itself is useless, but it plays an important role when we deploy
it in the [oT ecosystem. [oT sensors are used to collect, communicate and share data with
connected devices throughout the network. All this collected data allows devices to work
autonomously, thus making the entire ecosystem "smarter" every day.

The main task of the sensor level is to record and read the characteristics of various
physical phenomena of the environment with the help of appropriate devices, namely
sensors. This level involves the use of several types of sensors. There can be a large
number of different sensors in one network. Several sensors in the IoT network are
integrated using a hub. The hub is the main point of connection of sensors. It receives
information from sensors and sends it to the data processing unit. The hub uses several
transport mechanisms (Serial Peripheral Interface and Inter-Integrated Circuit) to
exchange information between transmitters and applications [6].

Network layer the network layer is a communication channel that transmits data
collected by sensors to other connected devices. In IoT systems, the network layer is
implemented using such technologies as Wi-Fi, ZWave, LoRa, Bluetooth, etc. This level
implements two types of capabilities: — Ability to organize networks. Enables the use of
network connection management functions such as access and transport resource
management, mobility management, or authorization, authentication, and accounting. -
Possibility of transportation. Allows you to connect devices and transport information to
cloud storage, applications or databases.

Data processing level. This level is represented by the main information processing unit
that receives data collected by donors, processes and analyzes them, and then makes
decisions based on the results of the analysis. This decision is transmitted through the
network layer to other connected devices or to the user interface.
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Application tier. The application layer receives and outputs the results of the data
processing layer through various loT applications. This level is aimed at the user and must
display the received data in a form understandable to the user. Such applications can be
found in the form of applications of smart transport, smart houses, etc. [7].

Therefore, 0T is able to combine many functions of the enterprise into a single
effective mechanism, where the control, measurement and analysis of the received data
will be carried out by the sensor and control module. Fuel industry enterprises will be able
to rapidly increase their competitiveness. All resources that are able to perform the task
must be part of the same information network and be able to exchange information to
perform this task.
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Abstract

The algorithm of discovering and learning contextual relationships between documents has produced
new and unique approaches for text mining. Google’s Transformer model concept has given life to
interesting methodologies such as Bidirectional encoder representations from transformers, Generative
pre-trained transformer and ChatGPT. The purpose of this paper is to present an overview of select
text mining and natural language processing models in the context of computer-assisted resume
generation for PhD dissertations. The idea stems from authors’ work on a PhD project information
web platform within the University of Economics - Varna academic environment.

Keywords
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1. Introduction

Text mining continues to evolve alongside an increasing volume of digital knowledge
being shared online. Techniques such as word2vec and doc2vec will soon be a decade old
but their impact on word embedding approaches continues to hold its ground as the basis
in natural language processing systems. With the help of recurrent neural networks and
state-of-the-art data models researchers have shown promising results in a variety of NLP
tasks. Document classification is a popular topic in scientific works. Some [5, p. 434] use
doc2vec to classify product descriptions, while others [1, p. 178] build sentence-based
vectors from word vectors to produce document summarization. Furthermore, research
papers have also been used as input for applying text mining in recent publications [6, p.
300], [9, p. 648], [11, p. 155] where classification can show interesting tendencies.

Sentiment analysis is another topic that has benefited from new discoveries in NLP. On
a small scale such as tweets [8, p. 265] SA has produced comparatively similar results
using Support Vector Machines and Naive Bayes, while modern approaches have pushed
the accuracy rate into the 80th percentile [4, p. 9] using transformers. The Transformer
model is designed to deal with sequence-to-sequence tasks. Studies [2, p. 2] have given
remarkable results in NLP models using benchmarks such as General language
understanding evaluation (GLUE), The Stanford Question Answering Dataset and The
Situations With Adversarial Generations Dataset. The Bidirectional encoder
representations from transformers or BERT model from [2, p. 9] has rapidly proven to
succeed with improved scores and researchers in [4, p. 4] have seen the potential beyond
sentence-level sentiment analysis and applied target-dependant sentiment classification.
Generative Pre-trained Transformer 3 is another language model that shows promise in
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text prediction albeit the semantic artefacts that it produces have brought more questions
into the future of artificial intelligence [3, p. 682].

The process of converting traditional document ecosystems into web applications can be
challenging but new and interesting possibilities for deep learning can be discovered.
While online analytical processing is viable [7, p. 351], dynamic data streams are harder to
evaluate. Summaries, resumes and annotations of larger documents are fascinating to
analyse as they tend to represent multiple topics across a smaller array of words. The
contextual bonds between sentences are stronger. The opposite is somewhat true in this
case when it comes to machine interpretation — relations are subtle, if not non-existent.
Our research attempts to produce output based on a triplet of features that include a
numeric value, a title and a pair of sentences both in English and Bulgarian. The goal is to
evaluate BERT's prediction capabilities on short summaries. The output resolves to
whether the second sentence is sequential to the first. In this paper the discussion points
are as follows: the first section presents the concept of encoder and decoder, attention,
transformers and BERT; the second section deals with the extraction and pre-processing of
data; the final section discusses the examples and results of the study.

2. The bert model

In recurrent neural networks an encoder generates numeric representations from text in
the form of an input vector with a hidden state, weights and output vector. The decoder
translates the vector into a sequence where each output vector is calculated based on the
hidden state of the encoder. In language translation the encoder can consist of the original
sentence, and the decoder is the translated result. In a question-answering problem the
input is an array of words from the question, while the output sequence is an array of
words from the predicted answer. One of the strong traits of this model is that different
lengths input and output sequences can be matched. This is accomplished by using an
attention mechanism [12, p. 2]. The attention mechanism improves the decoder's functions
by giving access to all encoder hidden states, which can be looked at accordingly when
producing the current output. In previous iterations of encoder-decoder models, the
decoder would move sequentially. In a way attention appears similar to skip-grams where
neighboring words sometimes refer to terms three or four positions earlier or later in the
sentence. The attention function maps vectors to an output, that is a weighted sum of
values. Adding such a mechanism to ML models has given life to a new architecture
presented in [12, p. 2] as Transformer.

The Transformer is a sequence model omitting traditional recurrent layers in encoder-
decoder architectures. It is meant to handle tasks where distant relations between terms are
present. Transformers have been recognized as faster to build and more powerful models
in NLP. The Bidirectional Encoder Representations from Transformers is a deep language
model that can distinguish and display semantic and syntactic abstractions and allows for
self-correction when extracting information from multiple layers [10, p. 2]. The BERT
model is trained on a 3-billion-word English corpus from BooksCorpus and Wikipedia.
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Compared to earlier GPT where left-to-right architecture is used, BERT looks both ways
for context in all layers. BERT has been officially released alongside 24 smaller models
for computational optimization, as well as multilingual version that support 104 languages,
including Bulgarian, case sensitive and insensitive.

Currently as a part of a scientifically-applicable project in University of Economics —
Varna we have built a PhD project platform and digitalized all information in an online
environment to improve the document archival process for doctorate candidates and
academic staff. While working on the software system we had the opportunity to improve
the data flow and match the requirements in the National center for information and
documentation (NACID). In our study we rely on BERT-base and BERT, Multilingual
uncased to compare next sentence prediction in PhD summary text in English and
Bulgarian.

3. Extraction and pre-processing

In the past decades, technological progress permitted storage and access to large
amounts of data. The accelerated development of the Internet and the Web facilitated
information sharing and exchange and shifted machine learning toward data-driven
approaches.

Text mining and text analysis identifies textual patterns and trends within unstructured
data through the use of machine learning, statistics, and linguistics. In order to automate
decision-making processes machine learning builds models from input data. It is obvious
that ML relies heavily on collecting large sets of data in various formats that provide the
basis for future learning. For a better analytical process, we need to reach good quality of
the data used and high diversity so we can add more dimensions to our analysis. It is a
time-consuming task to ensure data consistency and then take actions to address concerns
such as missing or having incorrect values. Taking this into consideration a suitable data
extraction method is needed that will minimize the time needed for data preparation.

As part of a regulatory mechanism in Bulgaria, yearly universities submit data about
PhD projects while they are ongoing. Furthermore, after successful doctorate defense an
additional form is prepared and submitted in NACID. The information included is as
follows: title; first page; table of contents; introduction; exposition; conclusion; resume
with achieved results and declaration of originality; references and annotation (short
summary) in Bulgarian and English. The annotation is not part of the original dissertation
and it 1s written exclusively for the application form. NACID lists the aforementioned
information alongside the scientific field and the university in which the dissertation is
defended.

In order to conduct our study, we need a larger dataset of PhD annotations than the one
available on University of Economics — Varna's PhD project platform. In Bulgaria
information about dissertations can be retrieved from COBISS+, the National library’s
online platform. Similar systems have been developed by Sofia University and Bulgarian
Academy of Sciences. They however do not provide full access to the desired data. The
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richest source of data is NACID. To gather the necessary input arrays from the online
platform, several approaches can be mentioned:
e manual data extraction — textual information exists in an unstructured or highly
heterogeneous format. Manual data extraction is expensive, labor-intensive, and error
prone.
e automated extraction with web crawler — the dynamic state of online resources
promises a certain degree of risk in cases where automatic security systems prevent a
flood of requests or the content is being updated.
e two-way sharing — requesting formal handshake and extracting data periodically
between the PhD project platform and NACID. We utilize this method as it is the most
cost and time effective.
University of Economics — Varna offers PhD education in several economic research
areas as well as Mathematics and Informatics and Computer Science. From NACID we
extracted data as follows (see Table 1):

Table 1.
Number of extracted data arrays for dissertations by research area
Research Area Numeric Label Number of Dissertations
Law 3.6 384
Administration and Management 3.7 319
Economics 3.8 1045
Tourism 3.9 49
Mathematics 4.5 69
Informatics and Computer Science 4.6 196

We can use the numeric label to improve on the contextual interpretation of the
dissertation annotation. Our experiment uses dissertation titles, the numeric labels of the
research field and the first two sentences in the annotation to try and predict if they are
sequential. The average length of an annotation is 15.34 sentences with an average of 10.1
words in Bulgarian and 12.68 in English. The sample size is rather small, and we will use
one additional layer on top of BERT to train the model with the help of the title and the
numeric label. To increase the success rate, we omit annotation beginning sentences that
are shorter than 5 words. From 2062 annotations only 17 starting sentences did not pass
this rule and were removed to help the prediction.

4. Next sentence prediction

The study allowed to discern a notable and expected trend across both language
experiments. Accuracy of predictions is tied to the sample size of the additional layer used
in BERT. Both the length and language used in the annotations influence the computer
assisted text generation.

Annotations generally present a large set of ideas in a very concise way. English words
carry more contextual meaning than Bulgarian words, especially in scientific text and high
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technology taxonomies. Annotations with longer titles and first sentences in English offer
better possibility for correct next-sentence prediction. Bulgarian annotations are only
slightly behind in accuracy. The success rate in prediction is above average: roughly one
in three attempts does not give satisfactory output. Using BERT's native
get next sentence output function, consider the pair of sentences:

“A methodology for analysis and assessment of the state of e-learning has been
developed in the thesis. A high-quality model of such a system having as its base that
same methodology has been created as well.”

The word methodology appears in both sentences, while the rest of the semantically rich
tokens are very distant. In the Bulgarian version, the second sentence is completely
different and translates to “A method for revealing the essence of the term "added value",
related to the educational process, is proposed.”

The English pair can be evaluated in the 70th percentile for the second sentence to
appear after the first, while in the Bulgarian version it is in the 50th percentile. The overall
results are shown in Table 2.

Table2.

Next sentence prediction accuracy by language and research area
Research Area English Bulgarian
Law 80.07 76.88
Administration and Management 80.29 78.40
Economics 83.12 77.27
Tourism 76.20 70.62
Mathematics 75.58 68.74
Informatics and Computer Science 79.25 64.80

5. Conclusion

Computer-assisted text manipulation tasks are being studied with tremendous fervor.
Transformers have given many researchers powerful tools in the form of pre-trained
models that aim to solve multiple NLP problems. Static word embeddings are being
replaced as the basis for NLP systems. BERT and GPT are state-of-the art models that
boost artificial intelligence work.

Short and concise resumes and summaries have very informative nature and strong
contextual bonds between sentences. Predicting accurately if pairs of sentences can occur
in sequence can be used as an analytical tool to test proper translation from Bulgarian to
English or vice-versa. The results suggest that even though the original annotation appears
in Bulgarian, due to a larger corpus of English words, the success rate favors the translated
summary.
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Abstract

An ever-increasing number of construction companies are utilizing increasingly more complex
software systems and innovative technologies on their building projects. This has created the
conditions for the generation and accumulation of large volumes of data. In order for this data to be
relevant for such businesses, those businesses need to develop new policies for the exploitation of it.
In this regard, the main goal of this report is to propose a conceptual framework, based on the
identification of changes due to digitalization as well as to give guidelines for construction businesses
for working with new data and modifying existing data.

The proposed framework allows the use of advanced approaches for the organization, storage and
management of data of a diverse structure and origin.
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1. Introduction

For companies in the construction business to be successful in the digital world, they
must be continuously perfecting their ICT infrastructure. The widespread use of software
applications that support the different activities happening at various stages on
construction projects leads to the ever-increasing generation of diverse types of data.
Many new types of data are also being collected from the use of robots, CPS and sensor
wireless devices, industrial computers, programmable logic controllers, etc.

Data generated from the use of various technological solutions is often divided into two
main types: structured and unstructured. Structured data is data which is suitably
organized for computer processing [1]. It is data created using a predefined schema. This
data is usually stored in a database and in tables, which can be easily processed by
systems. Information systems used in construction are a source for various types of
structured data, which can be organized with a Database Management System (DBMS).
The gradual improvement of construction software systems creates the conditions for the
need to build and maintain a Data Warehouse (DW). Integration between software
applications also contributes to a change in the data model. Application of the concept of
Building Information Modeling (BIM) contributes to a more effective use of data
throughout the whole life cycle of buildings - in the processes of planning, design,
implementation, documentation, operation, and maintenance [2].

The specific activities of this field lead to the generation of a large quantity of
unstructured data, which do not have a clear structure e.g., books, videos, printed
documents, text files, printed letters and emails, presentations, drawings, blueprints,
schemes, fingerprints, pictures, music clips, contracts and others. The work of construction
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companies is accompanied by a significant volume of documents[3]. Unstructured data is
considered to comprise approximately 80% of all the information resources of an
organization [4]. This creates a series of challenges and necessitates the need to change the
models of data storage and data processing. Therefore, the main goal of this report is to
offer a conceptual framework for the modernization and creation of new models for data
organization and storage for companies in the construction business.

2. Innovative digital models for data processing in construction

Several scientists are researching different aspects related to the generation of new data
in construction. Innovative digital processing based on the concept of BIM is a prerequisite
for the effective utilization of collected data from the construction industry. Application of
the BIM concept and its integration with other technologies with the goal to use data more
effectively throughout the whole life cycle of building is increasingly becoming a focus of
research. Zhu and Wu are studying the possibilities of integrating BIM and Geographic
Information Systems (GIS). They have shown that BIM can be used as a source for
construction information in combination with the new geospatial information and
analytical capabilities of GIS [5]. Other researchers propose a blockchain-based BIM
model to support information exchange in construction projects [6, 7]. This digital
innovation allows for a more effective management of large volumes of data and constant
control over the development of projects [8].

Large volumes of data between supply chains during the whole lifecycle of projects has
led a group of scientists in Great Britain to create a model for the management and
utilization of cloud-based storage for data from BIM [9]. The development of the model
was based on numerous consultations with the business and a prototype was constructed
with the assistance of the open system, CometCloud. The use of cloud-based technology in
the development of information security for construction companies allows for network
access to different shared resources such as: internet networks, servers, data storage and
software applications. In the architecture, engineering and construction sectors, cloud-
based BIM is considered to be in the second generation of its development. Even though
cloud-based services aim to provide a number of benefits, some scientists express doubts
concerning the data management capabilities of cloud-based BIM [10]. Another research
project suggests that team members need to be trained in order to overcome the obstacles
in using cloud-based and mobile technologies of BIM, and it also encourages the use of
open standard files with a centralized database server [11]. The benefits of the application
of cloud-based technology is emphasized in other studies [12, 13] as they argue that this
allows for greater interoperability between project participants.

Traditionally, it has been a challenge to control construction sites. The need to report
and control erodes the collection and exchange of data in real-time. The embedding of
electronic elements, software and the use of internet connectivity allows for the reporting,
collection and exchange of data. Concepts for connecting and sharing data through the
Internet of devices, kitchen appliances, automobiles, etc. and the sharing of such data is
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known as the Internet of Things (IoT). The benefits of data collection and reporting in the
construction industry are explored by many authors [14-16]. The application of 10T leads
to the generation of new data, which allows for monitoring, streamlining of operations and
decision making to be done in real-time.

Developments exist for the extracting and processing of unstructured data. One of the
tendencies connected with working with unstructured data is the processing of various text
documents used in construction and generating new knowledge based on this. Word
processing is used to discover tendencies and identify risky situations during project work;
the grouping of documents and faster discovery of content in them; identifying the mood
and forecasting the development of the project, etc. [17, 18]. Several scientists are
studying the coming changes in the construction sector in relation to the appearance of
new types of data and methods of data processing. Digitalization necessitates a change in
the way data is collected and stored. Some authors connect the creation of new data with
the increase in socialization and the ever-increasing use of social networks such as
Facebook, Twitter, Pinterest, Instagram as well as the advancement of cloud-based
computing and the ability to access and store data through the internet [19].

The appearance of new types of data, the growing volume of data and the speed of their
generation has led to the creation and application of the concept of Big Data. In-depth
research and summarization of articles about the application of the concept of Big Data in
construction, which has been published in world-renowned scientific databases Emerald,
Science Direct, IEEE, Xplore Digital Library and SpringerLink, was completed by
researchers from Malaysia [20]. A summary of the sources of big data in the construction
business was done by the Stoyanova [21] and it provides the construction industry a quick
and easy-to-use way to accurately analyze and interpret large sets of data.

3. Conceptual framework for improving models for data storage and
processing in construction

A brief overview of the digital transformation of construction and its impact on the
generation and storage of data provides the opportunity to point out that modern working
conditions have led to the generation of a large volume of varied data. The main trends
exhibiting that there is a need to create new data structures as well as the modification of
existing data structures are the following: the increase in the range and volume of the data;
generation and maintenance of unified databases, which accompany the entire life-cycle of
the projects; the use of cloud-based data storage; storage and processing of new types of
data generated from sensors and various devices with internet access.

These new working conditions in a digital environment as well as the various types of
data demand that a concept be created which defines how they are to be used (Table 1).
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Table 1.
A conceptual framework for working with new data and modifying existing data in the
construction businesses

Stages/Guidelines for Implementation

Stage 1. Defining the principles and criteria for selection of sources and types of data from innovative
digital environments
Guidelines:
1. Storing only data, which is useful to a relevant business or related to the dynamics of business
rules based upon work in innovative digital environments.
2. Storing quality data from reliable sources, which possess the qualities of accuracy and
precision.
3. Storing both current data and historical data as both types of data have different implications
for business processes.
4. Using flexible schemes for receiving new data, thanks to the system integration and application
of new ways of processing.
5. Storing and forming of a set of metadata, which is useful for data management providing the
ability to quickly access the required data.

Stage 2. Identification of sources and types of data for innovative digital processing

Guidelines:

1. Detailed description ofstructured data of organizations, which is generated by users of the
software systems: BIM, CAD, project management systems.

2. Detailed description ofdata generated by sensor devices: for monitoring the operating
characteristics of machines and vehicles; for working conditions; for the consumption of fuel;
for the level of lighting; for humidity, carbon dioxide, light, water flow, noise; for climate
conditions, air quality, etc.

3. Detailed description ofdata, which can be found in files of various formats: text documents,
graphic files.

4. Detailed description ofdata from Internet sources: log files, webpages; social networks.

Stage 3. Ability to use and modify existing data to form the data for innovative digital processing
Guidelines:
Extraction and loading of data in a central data repository. Using the extract load transform (ELT)
method to transfer the data in a “raw” form to the data repository.

Stage 4. Generation and collection of new data for innovative digital processing
Guidelines:
1. Extraction of data from devices using IoT.
2. Extraction of data from email messages.
3. Extraction of data from server log files.
4. Extraction of data from web applications: web-based BIM; web-based project management
systems; web applications for client services; social platforms.

The proposed conceptual framework gives guidance to companies from the construction
business on how to work in the conditions of a need for innovative digital processing of
existing and emerging new types of data.
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4. Conclusion

The era of digitalization has created the challenge of managing an ever-increasing
volume of heterogeneous data. The proposed conceptual framework will enable companies
in the construction sector to compete effectively in the conditions of digital business
transformation by using flexible storage strategies and extract real value from their data.
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PROTECTING OF AGGREGATE DATA IN IOT SYSTEMS
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AHoTaLisA

V¥ maniit poOOTI 3aIIPOITOHOBAHO HOBHH ITiIX1 MO0 TOOYIOBH CXEMH 3aXUCTY 3BEACHUX TaHUX, SKUI
0a3yeTbcsi Ha BHKOPUCTaHHI Kpunrorpadii 3 rinepeninTHYHUMU KPUBHMHU. Taka MoJeNb Oe3neKH
3a0e3meuye CyTTEBUI 3aXUCT Bifl MiApoOKH 3aNMTiB aBTCHTU]IKalii Ta BiamoBineil Ha Hux. [lopiBHSIHO
3 IHIIMMH CXEMaMH, 3alIpOTIOHOBaHA CXeMa Ma€ HalHWKY1 BUTPATH HA OOYUCIICHHS Ta 3B S30K.

Abstract

In this work, a new approach for the construction of aggregate data protection scheme is proposed.It is
based on the use of cryptography with hyperelliptic curves. This security model provides substantial
protection against forgery of authentication requests and responses. Compared with other schemes, the
proposed scheme has the lowest computational and connection costs.

1. Beryn

Crporoani Inrepuer pedeit (IoT) mpuBepHYB 3HAYHy yBary B Pi3HUX aKaJeMIYHHX 1
pealbHUX JOCHITHUIBKUX obnacTsax. Yepes cBoro mpupony loT mae BHKOpHUCTOBYBaTH
3BeJICH1 JIaH1 — JJaH1 HACTYITHUX PIBHIB 00POOKH, SKi OTpUMaHi IUISIXOM 00’ € THaHHS JaHUX
MOYaTKOBHUX PIBHIB (aH1 CEHCOPIB, MapIIPyTU3aTOPIB TOIIO). 3BEEH] JaHl B OCHOBHOMY
BUKOPUCTOBYIOTHCS IJISi OLIHKKM OCHOBHUX KpHUTEPIiB B3aeMojii mpuctpoiB [HTepHETY
pedeil, po3mi3HaBaHHS BIAMOBITHUX TEHJCHIIA 1 MoOJeNell MpoIeciB, OTPUMAHHS
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BIJIMOBIAHOI 1H(OpMAIlli Ta OI[IHKK MOTOYHUX 3aXOJIIB CTPATETIYHOTO IUTaHyBaHHS. AJe,
OuYeBMJIHO, Tpouec arperauii nganux B loT cucremax € JOCTaTHBO CKJIAAHUM: METOIO
MEXaHI3MIB arperamnii JaHuX € JOCATHEHHS BHMCOKOi SKOCTI IMOCIYT, BKJIIOYAOUU
ONTUMAJILHY 3aTPUMKY TIepeaadl JaHWuX, HalIMHICTh Ta eHeprocnoxxuBanHs. JlaHi, 310paHi
yepe3 Oe3aporoBi gatyuku cuctemu loT, Takok € BpasnmuBi 110 PI3HOMAHITHHUX
BHYTPIIIHIX 1 30BHINIHIX aTak. BiATak, ojHI€l0 3 BUPIIAIBHUX 3a/1ad € MU(pyBaHHS YU
IIJTHAC 3BEJICHUX JaHUX ISl 3a0e3neueHHs iX KOH(IASHIIIMHOCTI Ta MUTICHOCTI.

2. Oruasig momepeaHix pe3yJibTaTiB

B po6Goti [1] 3ampomoHoBaHO Oe3leyHy cxeMmy arperauii JaHux Uil 0e3pOTOBHX
natuukiB Tina loT y MenuuHii ramysi, sika 0a3yeTbcsi HA BUKOPHUCTAHHI TaK 3BAHOIO
KpunrorpadiyHoro Hakonu4yyBadya 3 aBTEHTH(PIKOBAHHM aJUTUBHUMY TOMOMOPGHUM
mudpyBaHHIM JaHUX. Y CTarTi [2] 3ampomOHOBAaHO METOJI KJIACTEPHOTO 3aXHUCTY
arperanii JaHMX Ha OCHOBI MIANOPSAKOBAHOIO PpO3MOAUTY KIIIOYIB IIM(PPYBaHHS Ta
MpOTOKOJIy aBTeHTU(iKalii. 3a3HaueHi pPOOOTH € BAXKIMBUMHU PO3POOKAMH 3aXUCTY
3BEJICHUX JIaHUX, aJle BOHU BCE X OOMEKYIOThCS BUKOPUCTaHHSAM y By3bkux Ttunax loT-
cucteM. Y JaHiii poOOTI 3apONOHOBAHO HOBHUH IMIIX1J IIOJ0 MOOYJAOBH CXEMHU 3aXUCTY
3BEICHUX JAHUX, SIKUWA 0a3yeThCs HA BUKOPUCTaHHI Kpunrorpadii 3 rinepeninTuiHuMU
KPUBUMH — PO3IIMPEHOMY BapiaHTI ENINTHYHUX KPUBUX 3 MEHIIUM IapaMeTpoM Ta
MEHIITUM PO3MIpOM KITIOoUa.

Kpunrorpagist 3 rinepeminTHYHUMH KpUBHMH [3], sIKa € BJIOCKOHAJEHOK BEPCIEIO
kpuntorpadii 3 emnTUYHUMHU KPUBUMH, BUMAara€ BHKOPHUCTAHHsS MapaMeTpa Ta KIoua,
po3mipom junie y 80 0iT. [lepeBaroto rinepeninTUYHOI KPUBOI € T€, 1110 BOHA 3a0e3meuye
TaKHU K€ piBEHb HAJIMHOCTI O€3MeKH, K 1 KpunTorpadis 3 eNTUYHUMU KPUBUMH.

3. OCHOBHUH pe3yJabTaT

JInst 3aXUCTy IITICHOCTI 3BEJICHUX JAaHUX B cUCTeMi [HTepHeTy pedei ciiiJl po3riisiiaTu
JIBa MOYKJIMBUX THIIN 3JIOBMUCHHKIB:
1. 30BHIIIHI 3TOBMHUCHUKH, METOIO SIKUX € MiApOoOKa MIJIMUCIB arperoBaHUX IaHUX;

BOHU HE MAlOTh JOCTYITY 10 CEKPETHUX KJIIOYIB HEHTUPY cepTU(IKaIi;

2. BHYTpIIIHI 3JJOBMUCHUKH — II€ 3JTOBMUCHI LIEHTPU CEPTU(IKAILlil, 3aBIaHHAM SIKUX €

nigpoOKka camMuxX MIAMKUCIB; TOX BOHHU MarOTh JIOCTYN JO CEKPETHUX KIIOYIB LIEHTPY

ceprudikaiii, aje HE MOXYTh BHUKOHYBaTH 3aMiHY BIJKPUTOTO KJIKOYa Ta 3aIllUTH
cepTudikaris.

Jlanmi OLIHIOETHCSI BIAKPUTUN KaHal 3alpONOHOBAHOI CXEMH, 3a SKOKO II J1Ba THUIIH
3JIOBMUCHUKIB 3MOTrJIM O BUKOHATH mpouenypy miapooku. [lobymoBa cxemu mnependaydae
BUKOHAHHSI TAKUX KPOKIB:

I. Hanamrysauss: ans mapameTpis Gesmexu m¥ ceprudixaTopu myGmikyroTh naHi

& ={D,F",Z¢,hy, h{, h,,S}, ne De ninbHukom, F™ — ckindeHHUM 1oie, Zf —
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napaMmeTpoM rimepemnTtudyHoi kpuBoi, (hg,hi,hy,) — TphoMa HE0OOPOTHUMU

kpunrorpadiyHuMu rem-QyHKIIsIME, a S BU3HAYA€ BIAKPUTUHN KIIIOY cepTU(]IKATOPIB.

Kpim Toro, ceprudikaTopyr BCTAHOBIIIOIOTH 3aKPUTHH KJTt04 77, TOOTO S = 1. D.

2. Teneparis kiroya: KoxeH KopuctyBau (U;) oOuuciatoe3naueHus s; = @;. D, ne @; —

BUOPaHUIBUIIAIKOBUM YHHOMKOPUCTYBAYEM3aKpUTUHN KITI0Y 13 Tpynu Z¥.

3. T'enepartis cepTudikara: TUTSt KOXXHOTO KOpHCTyBaua U;)

cepTu(iKaTOPUBUIIATKOBIM YWHOM BHOWpaOTh 13 Tpynu Z¢f 3HA4YeHHS X; Ta

00YHUCITIOIOTh

w; = x;.D, d; = x; + nhy(w;,s;), iBcranosmooTh ceptudikar S; = (w;, d;). Konnm

KOpPUCTYBau Oakae TepeBipuUTH I11el cepTudikar, BIH Ma€ CKOPUCTATHCS TaKUM

piBastHEAM: d;. D = w; + Shy(w;, s;).

4. TeHeparis miANMKCy Ha OCHOBI cepTudikarta: sl BIAMOBIIHOTO reHepaTopa MiAnucy

0OYHCITIOIOTHCS 3HAYEHHS a; =1;.D, r; = hy(w;, s;, a;),

R; = hy(w;, s;,@;), pi =d; + @;1; + [;R;, ne l; BuOupaeTbcs BHIIQJAKOBUM YHHOM i3

rpymnu Z4€,i BCTaHOBIIOEThCA 1udpoBuit miamuc g; = (a;, w;, p;).

5. Ilepesipka miamucy Ha OCHOBI cepTudikaTa: BepH(IKaTOp MOXXE BUKOHATH TaKi

O0YHCIIIOBAIbHI ~ KPOKH: BiH  obumcmoer; = hy(w;, s, @;),R; = hy(w;, s, @;),

l; = ho(w;, s;) Ta nepesipsie YMBHKOHY€ETHCS piBHICTB

p;-D = w; + ;.S + 1;.5; + R;. @;, a NOTIM TipUiimMae miamuc.

6. Arperamii  mianuMciB  Ha  OCHOBI  ceprudikariB:  MICIAST  OTPUMAHHS

gi = (a;, w;, p;)arperatop Moxe OOUHCIUTH CYMy P = ),i—oPi; 1I€ 1 O3HA4ae, Mo P €

nM(PpOBUM MIAMUCOM YCIX OTPUMAHMX JAHUX TMICHsA I1X 3BEJACHHS, a00 3BEACHUM

M1JIMUCOM JIAHUX.

7. llepeBipku 3BEIEHUX IMIANKUCIB HAa OCHOBI CEpPTU(IKATIB: BEpUPIKATOP MOXKE

BHKOHATH TaKi OOYMCIIOBANBHI KPOKH: BiH OOUHCIIOE )i-o7; = Diieo My (wj, Si, @),

toRi =X ohy(wy, s, ), Ditoli = 2o ho(w;, s;) 1 mepeBipsie, Y0 BHKOHY€ETHCS

piBHIiCTE p.D = Y1 qw; + Qo li). S+ Qo 1i)-si + Qo Ry). @, a noTiM npuiimMae

p.

Amnani3 6e3neKy MmoKasye, Mo 3alpolOHOBaHA cXxeMa 3a0e3neuye CyTTEBHA 3aXUCT Bif
3JIOBMHCHUKIB, METOIO SIKUX € MipoOKa 3amuTy aBTeHTH(IKalii ado miapoOka BIAMOBIII
Ha HBOTO. Takoxk OyJ0 BUSIBIEHO, 11O 3alPOTIOHOBAHA CXE€Ma Ma€ HAWHWKYl BUTPATH Ha

oOumncieHHs: Ta 3B’s30K. lle Bka3zye Ha Te, 1O 3alpoONOHOBaHa cxema € e()EeKTUBHOIO
MOJIEIUTIO 3aXHUCTY IUIICHOCTI arperoBaHUX JIaHUX.

4. Jlitreparypa

[1] REZAEIBAGHAF., MUY., HUANGK., CHEN L.: Secure and efficient data aggregation for IoT
monitoring systems. IEEE Internet of Things Journal, 8(2021)10, 8056-8063.

55



The 2st International Conference on Emerging Technology Trends on the Smart Industry and the Internet of Things
January 24-25th 2023

[2] NEZHADM.A.,-BARATIH., BARATI A.: An authentication-based secure data aggregation method
in Internet of Things. J. Grid Computing,20(2022) Article number 29.

[3] VERMAG.K., SINGHB.B., KUMARN. KAIWARTYAO., OBAIDATM.S.: PFCBAS:
pairingfreeandprovablecertificate-basedaggregatesignatureschemefore-healthcaremonitoring system,
IEEE Systems Journal, 14(2020)2, 1704-1715.

CUCTEMA MIATPUMKU NPUHUHSATTS PIILEHD OLIIHKA
PU3UKIB IHOOPMAILIMHOI BE3NEKU KOMITAHII

Ouabsra IBMAMJIOBA'
ITanna KPACOBCBKA?
Karepuna KPACOBCBKA®

'Kano.mexu. nayx, ooyenm, ooyenm kagpeopu xibepbesnexu ma xomn tomepnoi inxcenepii Kuiecokozo
HAYIOHAIbHO20 YHieepcumemy oyoienuymea i apximexmypu, Kuis, Ykpaina,
olga.v.izmailova@gmail.com

’Kano.mexn. nayk, ooyenm, doyenm xagedpu inmenrekmyanvhux mexnonozit Kuiecbko2o nayionaibno2o
yuigepcumemy imeni Tapaca Lllesuenka, Kuis, Ykpaina, annavkrasovska@gmail.com

3 Jlokm. Ginocoii (PhD), Oisnec-ananimuk komnauii  SoftServe Poland, Warsaw,
katerina.krasovska(@gmail.com

AHoOTaNiA

HochimkeHo miaxig 10 TOOYIOBH CUCTEMH WIATPUMKH TPUAHSTTSA pPIillleHh OIIIHKH PH3UKIB
iHpopmarifinoi Oe3mekd KOMIIaHIi TIpW  peaiizamii 3arpo3n  Ha iHQOpMAaIlifHOMY aKTHBI
¢dyHKIioOHYIOUMX 1H(QOpMAMiHHUX cUCTeM. METOI0 JTOCHIKEHHS aBTOPIB € MOIIYK Ta aHaji3 MUIIXiB
pO3B’si3aHHS  KOMIIPOMICHOI 3ajaui, 1o moTpebye, 3 OogHOTO OOKy, 3a0€3MEeYUTH CHUCTEMHICTh
OIIIHIOBaHHA 3 BPaxyBaHHAM pI3HOACIIEKTHUX BHMOT 10 Mipu (opMamizalii mporeciB Ta
YIOCKOHAJICHHS MaTEeMaTUYHOTO amapary peajisaimii, IABHWINCHHS pPIiBHA JOCTOBIPHOCTI Ta
JOCTYNHOCTI peamizamii Ta, 3 1iHmOro OOKy, BpaxyBaHHS HE30DKHOCTI pealbHUX YMOB
HECTPYKTYPOBAHOI IPOOJIEeMHU IPUHHATTS PillleHb Ta KOHLENTYaIbHOI HEBU3HAYEHOCTI.

KirodoBi croBa: pusukm iHGOpMAIiHHOT Oe3Mekn, CcHUcTeMa IMIATPUMKH TMPUHHATTS pilleHb, 0a3a
MoJeneit, 6a3a 3HaHb, iHQOpPMaliiHII aKTUB, BPa3NHUBICTh iHQOPMAILIHHOTO aKTHUBY, OYiKyBaHI piBHI
30UTKY, OaraTOKpUTEPiaTbHUM MiJXi]l, eKCIICPTHE OIIHFOBAHHSL.

1. Beryn

['onoBHa 3amava cUCTEMH YIPABIIHHS PU3HKAMHU TOIIYK Ta ONTHUMI3AIls KOMIIPOMICY
MIX JBOMa MPIOPUTETHUMHU MOTPeOAMUKOMIIAHII: MPO30PICTh Ta AOCTYIHICTh JaHUX JJIs
KOPUCTYBauiB, 3 OJHOTO OOKy, 1 rapaHTisd 3aXWUIIEHOCTI JaHUX Ta HaAIMHUNA pPIBEHb
iHpopMariiiHoi Ta KibepHeTHUHOI Oe3meku, 3 iHmoro Ooky.Hakomuuenuiti mocBif
[IUPOKOTO YCIIIIHOTO 3aCTOCYBAaHHA CY4YaCHHUX CHCTEM YTMpaBIiHHSI pu3ukamu |[1-
6]|BU3HAYUB aKTyaJIbHICTh MOJAJBIIONO PO3BUTKY Ta yIOCKOHAJICHHS JIOAMHO-MAIIMHHOTO
IHCTPYMEHTApil0  peaiizalii MpoLeciB YOpaBIIHHS ~ pU3uKamMu. Mera 1bOro
JOCIIDKEHHAAHATI3 MIAXOAY JO CTBOPEHHS B SIKOCTI TaKOro THCTPYMEHTAPIIO
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IHTEpaKTUBHOI 1H(GOpMAaLiitHOT cucTeMu mATpUMKH npuitHATTA pimens ( CIIIP) mo
OLHI[ pU3UKIB 1H(POPMALIIHOT Oe3neKu.

2. IlocTaHoBKA 3aBAaAHHSA

Jlinst BIamoro BUKOPHUCTaHHS MOXIMBOCTeW moOymoBu cydacHux CIIIP [7,8] sx
CUCTEMHU OIIIHKY PU3UKIB MPOMOHYEThCA 0a3yBaTHUCS HA HACTYMHUX MPUHIUTIAX:

1. CIIIP noBuHHA cTaTW IHCTPYMEHTApli OLIHIOBAHHS PU3MKIB HAa OCHOBI TaKHX
NOHATh [K aKTHB, BPa3JUBICTb, 3arpo3a 1 30MTOK 1HPOPMALIMHUX AKTUBIB, IO JA€
KOPUCTYBauy JOMOMOTY y MPOIECI aHalI3y Ta MPUUHATTS pilleHb 1 3a0e3neuyBaTu
iHQopMalliiiHy Ta JIOTIYHY MIATPUMKY Yy BCbOMY IIpoIlecl OIliHIOBaHHS. Jlymka
crerianicTiB  Ta iH(opmarlisa, Mo reHepyeTbesi Ta oOpobmoeTbes B EOM moBuHHA
MPEACTABIATH COOOI0 €UHE 1€ JIJIST IPUUHSATTS PIllICHb.

2. IlepenOauntn HactymnHi Uy KopuctysauiB CIITIP:

e ocoba, mo mnpuiimae pimenHs (OIIP) — BianoBiganbHUN CHIBPOOITHUK abo
HIAPO3AUT KOMIIaHil, 110 MpUHAMAae pIlIeHHs Opo BUOIp BapilaHTy OLIHIOBaHHS,
Oprasizaliio 1 OLIHKY iX HACIIAKIB;

® CKCHEepT — IlIe CHemiaimicT B ranay3i iHdopMmaliiHoi Oe3leKku , B CTBOPECHHI Ta
eKCIUTyaTalii 3axuiieHux  1HQOpMaliMHUX Taly3eBUX CHCTEM, IO BOJIOJIE
iHQopMalli€er0 MPO CUTYyalll€l0, IO PO3MVBIAAETHCSA, ajleé HE Hece MpsMoi
BIJIMOBIIAJILHOCTI 32 PE3yJIbTATH ii PO3B'SI3aHHS;

® AaHAMTUK (KOHCYJbTAHT, IOCHIJHHMK) — CIELiaJicT B Taly3l 1H(QpOpMalIiHUX
Oe3mexku, [0 NpuUiiMaB ydacTh B pO3pOOIll YK BOPOBAIKEHHIO CUCTEMH Ta
3aMMaEeThCs 11 CyIPOBOKEHHSIM.

3. CIIIIP noBuHHA 3a0€3MEUUTH HA KOKHOMY €Talll TeXHOJIOTIi 3py4yHuil iHTepdeiic

pobotu criemiaiicta 3 0a3aMu JaHUX Ta 3HaHb JJIS 3pYYHOi poOOTH cmeriaiicra 3
JIOKyMEHTAIII€I0, MPOTOKOJIAMU HapaJl, CTaHJaPTIB, IIKAJIaMU OIIHIOBAHHS, TIEPEIiKaMu
3arpo3 Ta Bpa3jIuBOCTEH.
4. CIIIIP noBuHHa OyTH cripsMOBaHa Ha MiABHIIEHHS €(EKTUBHOCTI OILIHIOBAaHHS 3a
PaxyHOK palllOHAJIbHOTO KOMIIPOMICY B aKIEHTAaX Ha aHAJIITHUYHI METOJU Ta METO/IIB
300py Ta 0OpOOKHU OLIHOK €KCHEPTIB Ta MPUUHATTSA pimieHb. /s uporo CIIITP noBunHa
OyTu moOynoBaHa 3a MPUHLMIIOM IHTEPAKTUBHOTO PO3B’A3aHHS 3a7adl , NP LbOMY
KOPUCTYBad MOBMHEH MaTH MOKJIHUBICTh Jlajory 3 CHCTEMOIO B Oe3lepepBHOMY
pexKUMI.
5. OcnoBoro moOymoBu iuTepdeiicy CIIIIP € mpocrota Ta KOMGOPTHICTH POOOTH
KOPHUCTYBada, 3pYYHOCTI TMEpeCyBaHHS IO CHUCTeMi 03 BOJIOAIHHS TIUOOKUMU
3HAHHSIMH B HAIIPSIMi KOMIT IOTEPHU3aIIii.
6. CIIIP opieHTOBaHa Ha THYYKICTh 1 QJaNTHUBHICTh NPU NPOBEIEHHI IPOLECIB
OLIIHIOBaHHSI /IO 3MiH CEpeAOBMINA Ta BUMOT JO pO3B’S3aHHA 3a/Jady HAa OCHOBI
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reHEepYBaHHS aJbTEPHATUBHUX CIIEHAPIiB OI[IHIOBAHHS HA OCHOBI IHTETpallil0 MOJIeeH 1
METOJIB 13 30€pEeKEHHSAM CTaHJAPTHOTO JOCTYIOM JI0 JaHUX 1 BHOiIpKoro 3 Hux. s
HaJaHHS JOTIOMOTH TIPHU NMPUUHSATTI PIlIEHh aKTUBYETHCA OJlHA a00 JCKIJIbKa Mojeei
BIJIIIOB1IHOT 06231 MOJIeIeH.

7. BuOip monenei Ajig akTUBI3aLli Ta 3BEICHHS X 3aCTOCYBaHHS J10 €IMHOI TEXHOJIOT1i
OIIHIOBAHHSI PU3UKY BHU3HAYAIOThCS HA OCHOBI aJIbTEPHATHBHUX CIIEHAPIiB peaizalii.
[ToOGynoBa clieHapiiB — IHTEpaKTHUBHA Mpolieypa 1 MOBUHHA 3aJI€KaTH B1J] BA3BHAYCHUX
OIIP ¢akTopiB BILIUBY.

3. CTpykTypHa MOJeJIb NPOLECIB CNIP OWiHKU PU3HUKIB

Ha pucynky 1 mnpencraBieHa CTPyKTypHa MOJI€Tb TIPOLIECIB OIIHKH PU3HUKIB
iHpopMariitHoi TeXHOJOrii OIHKK PH3WKIB, Ha OCHOBI SIKOI BHU3HAYAETHCS CKJIAT
nporeciB CIIITP Tta anroputwm ix peamizarii.

-
\

[ PopmMmyBaHHA cUueHapilo OULiHKKM PU3IUKY j

"

[I'IoSy,qoBa moneni penizaiil cqeﬂapilo]

[ Ouinka WmoeBipHocTi (WacToTK)peanizeuil zarpoawm j

C

[ OuiHka sHaveHb KpUTepiiB odikyBaHMX BTpart j

>

[C)uiHKa VEAraNeHRYOro NoOKAasHMKa BTpa1j

S

OuUiHKa PU3UKY

Ouinka sepaznuepcTi i LA j

Pucynok 1: CtpykrypHa moaeins npouecis CIIIP ouinku pusukis

Hagamo KopoTKy XapakTepuCTUKY HPOIIECiB:

o @dopMyBaHHAl cueHapilo ominku pu3uky. Ha ocHOBI mojeni Mop¢oJIoridHOTO
ananmizy OIIP Bu3HauaeTbCs CTPYKTypa TPOIECIB TPHUHATTA PIlIeHb, O3HAKU
dbopMyBaHHsI BapiaHTIB peai3allii KO)KHOT'0 IpoIecy Ta MOJeNl peaji3alilli KOXHOTo
BapianTa. B pesynbTati peamizauii npouecy OIIP BcTaHOBIIOE crieHapiil peanizalii, 110
BKJIOUa€ kommosuilito oopanux OIIP BapiaHTiB pearizailii KO)KHOTO TPOIIECY.

o @opmyBaHHs cleHapil0 oumiHku pu3uky. Ha ocHOBI Mozeni MOpQOIOTIYHOTO
aHamizy OIIP Bu3HaYa€eThCA CTPYKTypa TMPOIECIB TNPUUHATTS pPIllleHb, O3HAKU
dbopMyBaHHs BapiaHTIB peaiizarlii KOKHOTO MPOIeCy Ta MOJENi peami3aiii KOXHOTO
BapiaHTa. B pesynbrati peanizauii npouecy OIIP BcTaHOBIIOE cueHapiil peanizalii, 110
BKJIIOUYa€e KoMro3uiliro oopanux OITP BapiaHTiB peanizailii KOXXKHOTO IPOIIECY.
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o [IloOynoBa moneni peanizamii cuenapio. Mojens OyayeTbCs Ha OCHOBHHUX
nosnokeHHsx DFD-monentoBanns. Ha i1 ocHOBI BH3HaA4eH1 JpKepesna Ta KOPUCTyBadl
JAHUX; CKJIAJ MPOLIECIB Ta SKUM YUHOM KOXHUU IMpoIliec MepeTBOPIOE BXI1JIHI JIaHl Y
BUXIJIHI, JIOTIYHA TOCJIJIOBHICTh IX peaiizailii, 110 BU3HAYA€ CITIBBIJIHOMIEHHS MIX
nmpoliecaMu; 3B’sI3kH TporieciB 3 6azoBuMu ckiagoBumu CIITIP: 6a3or0 nanux, 6a3o0r0
Mojieneit Ta 6a3010 3HAHbD.
e Ouinka iJimoBipHocTeili (4acToT) peaJdizaunii 3arposum. Ha ocHOBI MeTomiB
0e3mocepeTHhOT0  €KCTIEPTHOTO  OIliHIOBaHHS C(HOPMOBAHOIO TPYIOK EKCIEpTiB
MPOBOJAUTHECS OIIHKAa HMOBIPHOCTI (YacTOTH) peali3allii 3arpo3d Ha BU3HAYCHOMY
iHpopmaniiinomy aktuBl (IA) kommanii. [HpopMaliifHOI OCHOBOIO peanizaiii IOTro
npoiecy € JaHi 0a3u 3HaHb, 1[0 MalOTh PEKOMEHIAIIMHUI XapakTep 1 BKIIOYAOTh
XapaKTePUCTUKHY BIATIOBITHUX IIIKAJ BUMIPIOBAHHS PiBHIB PU3HUKY
e Ouinka BpasauBocti iHdopmaniiiHoro axktuBy. Ha ocHOBI MeTOIiB
0e3mocepeTHbOr0 €KCIEPTHOTO OILIHIOBaHHA  C(OPMOBAHOIO TPYIOK EKCIEepTiB
MIPOBOJIUTRLCS OIIHKA BPa3NMBOCTI 1HoOpMaIliitHoro aktuBy. [HdopmaliitHo0 0CHOBOIO
peaizarii 1[bOTO MpoIecy aaHi 6a3u 3HaHb, 10 MAIOTh PEKOMEHIAIIMHUIN XapakTep 1
BKJIFOYAIOTh XapAaKTEPUCTHKX BIAMOBIIHUX IIKAJI BUMIPIOBAHHS DPIBHIB BPa3IUBOCTEH
[lepenbOaueHi HACTYIMHI adbTEPHATHBHI BapiaHTH OIIHKK BPA3JMBOCTEH: YKpyITHEHE
OLIIHIOBaHHS Bpa3iauBOCTI [A; oliHIOBaHHS Bpa3nuBocTeil IA B po301KHOCTI BIUIMBY Ha
KOH(1AEHIIMHICTD, MIJTICHICTh Ta JOCTYIHICTh JaHUX.
e Ouinka 3HaYeHb KpUTepiiB ouikyBaHuXx BTpart. [lependayaeTbcsi MOXKIUBICTD
OJIHO Ta OaraTOKpUTEpiadbHOTO  OIIHIOBAaHHS CKCIIEPTaMU OYiKyBaHHMX BTpaT IpH
peaizaliii BCTAHOBIIEHO1 3arpo3u Ha iHdopmarlliiitnomy aktuBi. [lepenbadyenHi HacTyIHI
aIbTEpHATUBHI BapiaHTH OIIIHIOBAHHS: YKpPYIIHEHE OI[IHIOBaHHS BTpaT Ha OCHOBI
OJIHOTO KPUTEPi0; YKPYIHEHE OIIHIOBAHHS BUTPAT HA OCHOBI TPHOX KPHUTEPIIB - BiJ
MOPYIIeHHS KOH(1ACHIIITHOCTI, MUTICHOCTI, TIOCTYITHOCTI; OIIHIOBAaHHS BTPAaT Ha OCHOBI
MHOXHHH BCTAHOBJICHUX KPHUTEPIiB BiJ MOpPYIIEHHS KOHQIAEHIIHHOCTI, MUTICHOCTI,
JOCTYITHOCTI 3 BpaxyBaHHS WMOBIPHOCTI BIJOYTTA pi3HUX PIBHIB 30UTKIB.
[HdOopMaIIiitHOIO OCHOBOIO pearizamii bOro Mpolecy € JaaHi 0a3u 3HaHb, 10 MAOTh
pEeKOMEHJAIINHNN XapakTep 1 BKIIOYAIOTh XapaKTEPUCTHKU BIAMOBITHUX IITKAJ
BUMIPIOBAHHS PiBHIB 30MTKY 1O KOXXHOMY KPHUTEPItO OIIHIOBAHHS.
e Ouinka y3arajbHeHOro NOKa3HHMKa BTpar. [lependaueHi HacTynHiI BapiaHTH
OIIIHKM y3araJbHEHOTO TIOKa3HHWKa BTPAT: OIIHKA y3araJibHIOIOYOTO TTOKa3HUKa BTpaT Ha
OCHOB1 BpaxyBaHHS YKPYIHEHOTO MOKa3HHKA; YKPYITHEHE OIlIHIOBAaHHS BUTpPAT Ha
OCHOBI1 TPbOX KPHUTEPIiB: BiJ MOPYLIEHHS KOH(DIACHIIIIHOCTI, MUTICHOCTI, JOCTYTHOCTI;
KOMIIJIEKCHE OI[IHIOBaHHS BTpaT Ha OCHOBI BCTAHOBJIEHOT MHOKUHH KPUTEPIiB.
e Ouinka pusuky. [lepen6adaroThcs ABa BapiaHTH OLIHKU pU3UKy RRg; .
Bapiantl. Ominka pu3MKy Ha OCHOBI YKPYINHEHMX IIOKa3HUKIB OI[IHKH 3arpos,
BpasimMBocTel Ta BTpart (¢.1):

RRjs1 = Rjs1 X Vigi X KNjg, (1)
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ne R;q —WMOBIpHICTh (uyacToTa) peami3amii |-Toi 3arpo3d S-TOMY aKkTHB1 1-TOi
1H(opMaIiitHoT cucTeMu;

Visi - Bpa3IUBICTh S-TOTO aKTHBY 1-TOi iH(opMaIiitHoi cucTteMu npu peanizamii 1-toi
3arpo3u$

KN;s; — odikyBaHi BTpatu peanizauii 1-Toi 3arpo3u s-romy akTusi i-Toi iHpopMaIitHoi
CUCTEMU.

BapianT 2. Oninka pu3ukyRR;;; Ha OCHOB1 YKPYIHEHOTO MMOKa3HUKA OILIIHKU 3arpo3 Ta
MOKA3HWKIB OI[IHKM BpPA3JIMBOCTEH Ta BTpaT 3 BpaxyBaHHSM BIUIUBY Ha
KOH(D1ICHIIIMHICTB, IUTICHICTh Ta TOCTYIHICTH naHuX (¢.2):

RRisi = max(RRisuc; RRisu; RRisin); 2)

ne (RR;sii; RRigp; RRisiji- ominKa pusuKy 3rifHo 3 ¢.1 npu peanmisanii 1-Toi 3arposu s-

TOMY aKTHUBI 1-TO1 1HOPMAIIMHOI CHCTEMH 3 BpaxXyBaHHSIM BIUIMBY Ha KOH(I1IEHIINHICTD,
IIJTICHICTh Ta JOCTYITHICTb.

IndopmariitHoro ocHoBoro miaBeneHHs OIIP micyMKiB OINIHKM PU3HMKIB € JlaHi 0a3u
3HaHb, M0 MalTh PEKOMCHJIAIIMHHMA XapaKTep 1 BKIIOYAIOTh XapaKTEPUCTHUKY IIKaI
BUMIPIOBaHHS PU3UKY.

4. BucHoBKH

B po6orti npencraBieHo miaxia A0 MoOyJI0BUM CHUCTEMA MIATPUMKHU MPUUHATTS pILIEHb
OIIIHKM PU3UKIB 1H(pOpMaIliifHOi Oe3MeKu KoMMaHii Ha piBHI peaiizailii OKpeMoi 3arpo3u
Ha BU3HAUY€HOMY 1H(GOpPMAIIITHOMY aKTHBI. 3allpONIOHOBAHA TEXHOJIOTIS (PYHKIIOHYBaHHS
CUCTEMH, M0 TMOo0yJOBaHA SK JIOJUHO-MAIIMHHUN 1HCTpYMEHTapiil eKCHepTHOIro
OIIHIOBAaHHsI, BH3Hauae iH(OPMAIIHO-JIOTIYHI 3B’SI3KM MiXK PI3HUMH IMpoIecaMH Ta
anropuT™ (OopMyBaHHS PI3HUX CIICHAPIiB OIIHIOBaHHS. 3alpPONOHOBAHUM MMiAX1J, MOJETI
Ta METOJUCIPSAMOBAHI Ha MIJABUIIEHHS BIPOTIIHOCTI OTPUMAHUX PpE3YJIbTATIB.
KopuctyBauy HamaeTbCsi MOXIHMBICTE BHOOPY HAWOIIBIN JOUUIBHOTO Ta €()EKTUBHOTO
CIieHapilo OIliHIOBaHHA. [Ipu 1bhOMYy BpaxoBYIOThCA IUTI Ta 3aaadl OIIHIOBAaHHSA,
JOCTYITHICTh Ta Mipa BHU3HAYEHOCTI 0a30BHX JaHUX, ICHYIOUl PECYpCHI, YacoBi Ta
iH(dOopMaIiiiiHi 0OMEeXXeHHsI KOMIIaH1i Py MPUAHATTI pimeHsb. Bubip Bapianty oOpoOku €
npeporatusoro OIIP.
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1.

Abstract

Financial innovation, the growth of the Internet, and lucrative and digital transformation are now
affecting banks. A key technology with prospective applications in the banking industry is blockchain
technology with cryptocurrencies. Therefore, the goal of this composition is to investigate how the
Blockchain platform would affect banking assiduity. This exploration should use models and block
armature to breakdown the technical functions in order to acquire this technology. The majority of
research on blockchain technology uses agreement algorithms. This composition largely discusses
how the banking industry handles this platform's benefits and drawbacks.

Introduction

In a nutshell, block-chain technology is a method for storing digital data in a shared

public database. This technology became well-known mostly as a result of the launch of
the original cryptocurrency, Bitcoin.

This technology is used by bitcoin to provide secure record-keeping. This article will

first provide a broad overview of blockchain and demonstrate its operation. The discussion
will next go on to some generic blockchain applications. In addition, you should conduct a
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brief assessment of this technology generally and specifically as it relates to the banking
sector. Similar to other industries and services that have undergone radical transformation
as a result of "digitalization and technology," such as the movie and television business,
navigation services, etc.

Because blockchain provides high levels of security, high levels of transaction
transparency, a decentralized system, and can process transactions more quickly, it can
radically disrupt and restructure the banking industry. The relationship between
blockchain technology, financial technologies, and sustainability will also be covered.
Finally, it will be examined how blockchain technology will change the financial sector
and how difficult it will be to embrace and execute.

2. Possibilities of combining blockchain and banking systems

The current study is an attempt to determine if Blockchain technology in banking may
be extremely important by giving security and transparency to transactions, which banks
must carry out on a daily basis. A blockchain lacks centralized databases. It guarantees
that no one person or entity within the system has the authority to change or tamper with
the data. Additionally, it promotes transparency by doing away with the requirement for a
third party or central authority to authenticate or handle peer-to-peer transactions.

Thanks to Blockchain, banking may finally have what it takes to make a real impact in
our conventional financial sectors. The capabilities of blockchain frameworks can be used
by financial organizations to significantly alter the way the economy runs by employing
this new component in the monetary situation [1]. The development of blockchain
technology has demonstrated the po-tential to fundamentally alter how commerce is
conducted in virtually every sector of the global economy. Blockchain is enabling efforts
to drive more notable straightforwardness, detect ability, and operational productivity for
several transactions and agreements as the technology and its usage cases continue to
improve. The area of accounts is Blockchain's primary use case after Bitcoin due to its
cost-saving benefits.

Global banking has skyrocketed in price. There are a few middlemen and outsiders at
each sizable bank who are responsible for ensuring the reliability and security of routine
transactions. Sadly, devoted consumers sometimes pay the highest prices for these
services. Banks are frequently criticized for being unreliable, expensive, and complicated.
With their creative arrangements, neo-banks and Fintech firms like N26, Revolut, and
PayPal are upending established financial systems. These studies have a solution provided
by blockchain, which gives it an edge over the Fintech sector. The popularity of
blockchain has greatly increased over time. Governments and national banks have recently
begun investigating its possible applications. As several banks from around the world
investigate Blockchain's possibilities, the future seems bright.

62



The 2st International Conference on Emerging Technology Trends on the Smart Industry and the Internet of Things
January 24-25th 2023

3. Description of technology operation and the possibility of
implementation in the banking sector

Because a private blockchain is a permissioned kind, users must get some degree of
prior authorisation from a centralized authority before engaging in any activity. It is not
completely decentralized since the intermediary still has influence over it. Each transaction
is authorized by a regulatory authority before being recorded. Private blockchain is
speedier and less costly than public blockchain. For the most part, it is suitable for
business structures and corporate governance. It has a great deal of potential to increase
productivity and reduce operational costs. One potential private blockchain use case is
online voting systems.Consortium blockchain is a subset of private blockchain that has the
same functionality as private blockchain but is controlled by a group of businesses [2].

A blockchain that is hybrid incorporates features from both private and public ledgers.
It promotes a decentralized atmosphere in a private company. It offers incredible
flexibility and control over the data. Organizations with extraordinary levels of direction
may often employ it. The blockchain that XinFin uses is an illustration of a hybrid
blockchain since it combines Ethereum(public) and Quorum (private). It offers a remedy
for the world's exchange, inventory, and account networks [3].

The first part of the paper introduces blockchain technology and discusses potential
implications for financial organizations. The second half of the paper covers the
systematic literature review methodologies, including the research setting, topic matter,
and review approach. Throughout the process, the criteria for adding or eliminating
research material are created and closely followed [4]. The qualitative synthesis and
databases utilized in the review are selected and used in a precise, scientific way. For the
systematic literature review, 22 papers that met our inclusion criteria were carefully
chosen and are shown in tabular form. The conclusion is followed by a discussion on the
path for more research.

The blockchain technology is currently upending the banking and finance sectors. It is a
powerful piece of technology that enables the use of cryptocurrencies as well as privacy
and security. Distributed ledgers have the potential to save banks billions of dollars by
substantially reducing processing costs. The further adoption of blockchain technology is
anticipated to increase banks' profitability and value. All of the major banks and financial
organizations are now testing blockchain for use cases including recordkeeping, money
transfers, and other back-end functions. The development of a decentralized database of
digital assets using blockchain technology will have a big impact on the financial services
sector [5].

According to a 2014 World Bank study, 2 billion people do not use the financial system.
Twenty.6% of the world's population does not have a bank account. The square chain may
be a key factor in the measurement of monetary inclusion, according to the authors of this
study [6]. They said that FI might save costs, expedite settlement, and boost customer
satisfaction by utilizing blockchain for internal and cross-line payments. They believed
that controllers should lure people in, become involved early on, and guide progress. Once

63



The 2st International Conference on Emerging Technology Trends on the Smart Industry and the Internet of Things
January 24-25th 2023

the clients have agreed on the deal, it must be authorized before being added to a square in
the chain. Consensus is used to decide whether to include an exchange on a public
blockchain. The collection of rules governing how a blockchain network functions and
authorizing the data in the squares is known as a "agreement." As a result, before the deal
is published to the blockchain, it should be confirmed as substantial by the majority of
hubs or PCs inside the business.

4. Advantages of implementing this technology

Blockchain echnology helps a firm to become more transparent, decentralized, efficient,
and secure with lower costs and regulatory compliance. End-to-end encryption created by
blockchain technology creates an unalterable record of transactions, decreasing or
eliminating theft and other types of illicit behaviour. Traditional financial services have
undergone tremendous change as a result of blockchain technology development. Despite
this, real-time applications of blockchain still do not regularly leverage its potential
features. Exploration of the advantages and strengths of blockchain applications is ongoing
[7].

The widespread use of microtransactions in blockchain technology is a different
problem. Basically, for any action to be incorporated and the following transaction to
occur, the blockchain must validate the activity. It may cost consumers a lot of money on a
blockchain like Ethereum, up to hundreds of dollars if the system is overcrowded. On
certain platforms, like Tron, it may be almost free; but, to do so, users must have
previously purchased the native token, TRX, stake it, and then spend the finite amount of
energy that comes from staking it. As opposed to the Web2 system, this architecture does
not require a blockchain to record every action the user does. The fact that Web2
consumers are not accustomed to microtransactions might make this disparity problematic
[8].

Despite advancements in trade finance, many contractual obligations still require
documentation (escrow), and/or processes still require documentation and verification
(letter of credit). Much of this intricacy may be handled more effectively by a distributed
ledger that connects all parties involved and assists in automating the process' subsequent
phases. In this scenario, the blockchain offers significant potential for automation,
transparency, and lower costs for both the bank and the client.

Settlements are anticipated to be one of the main applications. According to Masters,
settlement times for items such as syndicated loans may be slashed from the 20-day
average they currently have to only 10 minutes, reducing risk and freeing up funds.

The Blockchain provides confidence since 45% of financial intermediaries have a
tendency for financial wrongdoing. Financial systems throughout the world are run using
interconnected data sets. People are defenseless to genuine digital attacks because of their
numerous indications of displeasure. Each of them is actually a programmer who needs
access to the framework in order to degrade it. If such a penetration is not detected in a
timely manner, misrepresentation is known to occur. There are two tradeable security
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keys. Each use has access to a public key from among those keys, whereas the participants
in a given transaction share the secret key [3].

Finally, blockchain has the ability to change financial reporting and compliance.Banks
and other financial firms are obliged to submit tax returns, audits, and other financial
reports on a regular basis. It is essential to fight fraud and anti-money laundering activities,
thus every bank must submit the reports on time.

It takes time and effort to consistently prepare reports in line with the law. By
automating reporting, blockchain technology has the potential to significantly save time
and costs. Blockchain technology can remove all paper-based processes. The transactions
could be updated and recorded automatically. The regulatory board's and banks' work
would be made simpler as a result [9].

5. Conclusions

This research and discussion aims to clarify how the blockchain innovation has
positively changed the financial system in a legal manner. The banking industry is
presented with a variety of intriguing prospects by blockchain technology. Before there
may be obvious effects, there are a few banking sector problems that must be overcome. In
any event, be aware that in order to make advantage of this technology, the financial sector
must adhere to new protection rules. Security laws must be enforced for the wellbeing of
both persons and organizations. The vast amount of information is directly related to the
financial sector. The pertinent professionals must supervise and direct the entire cycle in
order to guarantee the security of this vast volume of data. As blockchain technology
advances over time, a variety of new blockchain highlights have surfaced.

Currently, a collection of gigantic businesses that are atypical for the tech industry—
where the big four of Amazon, Facebook, Google, and Apple rule—are dominating the
market. In any case, nobody genuinely owns the blockchain's legal rights. Every new start-
up may easily include the blockchain into their plan as a consequence. The blockchain has
now been demonstrated to be quite possibly the most troublesome creation for the
financial sector, despite the fact that it was originally meant to be a data storage platform
for cryptographic forms of money. If the banking industry doesn't start implementing this
concept effectively, they will undoubtedly become obsolete.
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Abstract

Offering relevant items and goods has always been a core issue for consumer-centric business. In
recent years the digitalization process gave such entities a significant push towards implementing
computer-aided systems for solving recommendations generation problems via applying statistical
learning methods on large scale datasets of user-item interactions. Since then, there were developed a
variety of algorithms, based on neighborhood metrics, matrix factorization machines and deep neural
networks, each of them having their application criteria and requirements on input data. The purpose
of the following research is to investigate performance of graph neural networks recommender
systems on two tasks — recommendation retrieval and next best offer prediction.

1. Introduction

Although the term “recommender engine” or “recommender system” is intuitive, it is
necessary to present a formal definition for the following term. Regarding [1]
“recommender system” means a chain of statistical models that takes as an input a set of
user features, item features and user-item interactions to produce a small subset of known
items.

For the purposes of generalization let’s define such inputs as a special type of graph,
called dynamic (or time-aware) graphs. Consider the following quadruple
@) =6(v®, EO,r®,w®), where y®=<0®,/@> is a set of users p® and items [®, [E® are edges
of a graph, W® e rEl are weights of edges and [f®:¢, E® > w®,as a dynamic graph of user-item
interaction.
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Such way of input data interpretation is handy and natural, since user preferences tend
to change in time [2] and one can use such graphs not only for recommendation retrieval
task, but for purposes of user features design.

2. Graph neural networks for recommender systems

In order to cope with dynamic graph defined above, it was proposed to develop a
deep graph neural network (GNN) built upon Attention mechanism, introduced in [3] and
Deep Cross Network (DCN), that was defined in [4]. Via sampling neighbors of a node
b ev® and feeding it to Attention block one can observe the embeddings of input features
with respect to time and order of interaction. Given embedding then are fed into DCN in
order to obtain a vector [*( e 1®. The latter solution is then compared with embeddings (€
and the most similar (by [, metric) ones are chosen as recommendations of next best
action for user. As an initial values for y® embeddings, it was built a Node2Vec model,
described in [5].

3. Estimation of the local error of numerical integration of the obtained
hybrid method

For algorithm benchmarking it was decided to compare the proposed model called
Dynamic Graph Embedding Deep Cross Network (DGE-DCN) to LSTM-based
recommender system, Alternating Least Squares (ALS) [7] and Bayesian Personalized
Ranking (BPR) [8] models, that are widely considered as de-facto standard in industry.
The criteria set, that was used to measure model performance, is a set of default ranking
metrics, i.e. mean average precision at k (MAP@k) and normalized discounted cumulative
gain (NDCG@k), with k being set up to 1, 10 and 100.

For experiment data, anonymous dataset of on-line retailer sessions was used. It has the
following structure, listed in the table 2.1

Table 2.1.
Dataset schema description
Field name Field type Description
user id uint32 User identifier
product_id uint32 Item identifier
event_type string Interaction type
(viewed, purchased,
added to basket)
session_id base64 Session identifier
category id uint8 Item category identifier
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Hence ALS and BPR are used only for recommendation retrieval in general (i.e. not
order and time-aware), there were two experiment setups: one for sequential
recommendation, and the second one is for recommendation retrieval without time-
awareness.

The results of benchmarking for the next best offer task are listed in table 2.2

Table 2.2.
Ranking metrics for next best offer problem
Model | MAP@1 | MAP@10 | MAP@100 | NDCG@1 | NDCG@10 | NDCG@100
DGE- 0.1018 0.1794 0.1876 0.0876 0.2199 0.2635
DCN
LSTM 0.0383 0.0552 0.0601 0.0384 0.0701 0.0986

From the metrics above one can draw a conclusion that proposed model outperforms
LSTM based model by all criteria.

The results of benchmarking for recommendation retrieval in general are shown in table
2.3.

Table 2.3.
Ranking metrics for recommendation retrieval
Model MAP@w1 MAP@10 MAP@100 | NDCG@1 | NDCGw10 | NDCG@100
ALS 0.0103 0.0144 0.0157 0.0799 0.0182 0.0253
BPR 0.0201 0.0236 0.0063 0.0662 0.0292 0.0095
DGE- 0.1457 0.1750 0.1771 0.1459 0.1878 0.1995
DCN

Again, DGE-DCN model perform much better than both de-facto approaches.

As a result of this study, the Dynamic Graph Embedding Deep Cross Network was
developed, and performance of this graph-based recommender system was investigated.
Through experiment runs it was proven that DGE-DCN model is versatile in its
application for solving both next best offer recommendation and for recommendation
retrieval in general.
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Abstract

Taking into account the nature of the network, the authors defined the following indicators for

n n

modeling: "review of the neighborhood", "review of the adjacent territory", "review of the house",
"review of the apartment", "formation of the price", "fixation of the value". The description of the
functioning of the network is carried out, which starts its work from the initial position P1, where the
transition (t1) is used and ends the activation through the transition (t6) and the marking of the
position P26.

1. The main part of the work:

Today, the development of modern information technologies has firmly entered the life
of modern society, especially received a powerful push in various industries. Thanks to
automated systems, most of today's applied problems are solved.

This article examines the subject area, which is one of the main problems that humanity
has been solving quite in-depth for many years - this is providing one's own comfortable
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living environment, to which the authors of this article attribute the following factors,
namely:

— amenities of the neighborhood;

— comfort of the surrounding area;

— home comforts;

— comfort of the apartment.

In recent years, the information community has shown interest in the modeling of
complex systems, which i1s even more effective when combined with intelligent
management, the main directions of which are the application of fuzzy systems, which
include:

1. Fuzzy sets.

2. Fuzzy logic.
3. Fuzzy modeling.

The concept of a hierarchical model is considered, which describes the assessment of
the comfort of life in an apartment, and defines the main stages of species characteristics,
the general view which is used by the authors as the primary basis for further fuzzy
modeling [1, p. 45].

According to the data, the authors considered the characteristics that acquire
designations for describing comfort using fuzzy sets, namely:

a) dimensionality, which has a universal set in the interval [0-100] and a linguistic

variable that has the following form:

dimensions = {small, medium, large}.

b) spatiality, which has a universal set in the interval [0-100] and a linguistic variable

that has the following form:

spaciousness = {small, medium, large}.

c) a location that has a universal set in the interval [0-100] and a linguistic variable that

has the following form:

location = {comfortable, poor, average}.

Figure 3 presents a fuzzy Petri net in a simplified form without taking into account the
subjective preferences of the buyer, which has a complex structure and makes it possible
to model and display the relationships between the processes that are in the fuzzy system
considered by the authors [2, p. 15].

The model presented in this article is built on the basis of such influencing factors as the
assessment of existing buildings in an average settlement with a population of at least 1
million people, i.e. a densely populated city. During the construction of this model, the
following stages were performed:

1. the construction of a Petri net based on the conducted system analysis, the methods

of which process data with the involvement of models of the functional description of

the research object, its location and the technical state of living comfort. A more
complete description of the relevant data is carried out through the involvement of fuzzy
systems.
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2. the involvement of a genetic algorithm to determine the order of the stage of
operation of the fuzzy Petri net for choosing an apartment in a new building for
purchase.

3. application of the stage of fuzzification - defuzzification according to the Mamdani

model to determine the price of the apartment that the buyer liked.

According to the research carried out, the Petri net makes it possible to investigate in
more detail the hierarchy of influence of factors of different levels on comfortable living in
an apartment [3, p. 50].

The main levels of comfort factors were selected for the fuzzy Petri net for managing
the comfort of an apartment building, which consists of the following elements:

P={pl, p2, p3....p24} is a finite set of positions.

T={tl, t2, t3....p8} is a finite set of transitions.

P1 - Selected apartment; P2 - pedestrian accessibility of the neighborhood is "close"; P3
- the pedestrian accessibility of the neighborhood is "remote"; P4 - the pedestrian
accessibility of the neighborhood is "far"; P5 — pedestrian accessibility of the residential
area is “close”; P6 — pedestrian accessibility of the residential area is “remote”; P7 —
pedestrian accessibility of the home territory is "far"; P8 - "comfortable" noise level P9 -
"tolerable" noise level; P10 - the noise level is "unbearable"; P11 - the technical condition
of the house is "perfect"; P12 — the technical condition of the building is "satisfactory";
P13 — the technical condition of the building is "poor"; P14 - the dimensions of the
apartment are "large"; P15 — the dimensions of the apartment are “average”; P16 — the
dimensions of the apartment are “small”; P17 - the location of the apartment is
"convenient"; P18 - location of the apartment "average" P19 - location of the apartment
"unsuccessful"; P20 - the convenience of the apartment is "good"; P21 - the convenience
of the apartment is "average"; P22 - The convenience of the apartment is "bad"; P23 - the
price for a "premium" apartment; P24 - price for a "comfort" apartment; P25 - price for an
"economy" apartment; P26 - assessment completed.

T1 — Examination of the neighborhood; T2 — examination of the adjacent territory; T3 —
review of the house; T4 - examination of the apartment TS5 - formation of the price T6 -
fixation of the value.

The operation of the fuzzy Petri net starts from the initial position P1, when the
transition (t1) is completed, the neighborhood is considered. Then there is a transition to
position (P2, P3, P4), where the decision maker (DPO) evaluates the distance that exists
and records the given values [4, p. 78].

An excited transition (t2) occurs, where the home territory is considered. Then there is a
transition to position (P5, P6, P7), where the OPR evaluates the distance that exists. After
assessing the conditions for living, the transition to the next marking (P8, P9, P10) is
performed, according to which the OPR assesses the noise level that exists and the data
values are fixed [5, p. 25].

The transition (t3) is activated, where the comfort factors of an apartment building are
considered. The following marking positions (P11, P12, P13) are being investigated by the
OPR, where it evaluates the technical condition and fixes these values.
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Next, the next transition (t4) is triggered, where the apartment is considered. The OPR
first studies positions (P14, P15, P16), where it evaluates the dimensions of the existing
apartment, then (P17, P18, P19), again evaluates the location, which is better. The last
stage of this block is positions (P20, P21, P22), where the OPR evaluates the convenience
of the apartment that exists and fixes these values.

The transition (t5) is activated, the price is formed according to comfort indicators.
There is a transition to positions (P23, P24, P25), where the preliminary assessment of the
apartment takes place based on the preliminary results of the selection of the OPR, and the
data is recorded [6, p. 95].

The transition (t6) is activated, all values are fixed and the evaluation of the apartment
by the fuzzy Petri net is completed.

The analysis of the extended fuzzy Petri net (Figure 4) was carried out, which includes
the following stages:

1. P1,tl, P2,t2, P5,t2, P8, t3, P11, t4, P14, t4, P17, t4, P20, t5, P23, t6, P26

The client liked the apartment and according to his preferences, the assessment starts
with the neighborhood, then the adjacent territory, then he examines the house and ends
with the apartment itself, and based on this data, the preliminary formation of the price of
the apartment is performed.

2. P1,t2,P5,t2, P8, t3, P11, t4, P14, t4, P17, t4, P20, t1, P2, t5, P23, t6, P26

The client liked the apartment and according to his preferences, the assessment starts
with the adjacent territory (t2), then he considers the house (t3), then the apartment (t4)
and ends with the neighborhood (t1) and based on these data, the preliminary formation of
the price of the apartment is performed.

3. Pl,t4, P14, 12, P8, t4, P20, t1, P2, t2, P5, t3, P11, t4, P17, t5, P23, t6, P26

The client liked the apartment and according to his liking, the evaluation begins with
consideration of the apartment (t4), namely its dimensions (P14), then he considers the
adjacent territory (t2), according to the noise level (P8), then again he is interested in the
factors of the apartment (t4) , namely convenience (P20), and then he is interested in the
neighborhood (tl), then he is interested in the surrounding area (t2), namely walking
accessibility (P5), then he considers the house (t3), then he is interested again in the
apartment, namely location (P17) and preliminary price formation (t5) is performed based
on these data [7, p. 80].

Since each client has his own subjective wishes, it is quite difficult to take into account
all possible options, therefore, to simplify this task of the research carried out by the
authors, it is proposed to consider the method of artificial intelligence, namely the genetic
algorithm.
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Abstract

The application of smart technologies in construction is considered. Despite the fact that the
construction industry is going through a pandemic crisis, the volume of construction production in the
world is increasing every year. The construction industry is undergoing significant stages of
digitalization and automation, which is changing standard processes and enabling many modern
features. The article discusses the processes of applying basic smart technologies in the construction
industry. Significant attention is paid to such aspects as construction safety, construction cost
optimization, procurement and logistics of construction materials. The study makes it possible to
conclude that in the near future the implementation of smart technologies in the construction industry
at different stages of the life cycle will only increase due to the use of more powerful and modern
technologies.

The modern construction industry already operates with more than a dozen technologies
that are most needed in construction. Let's take a look at the most progressive and
necessary IT technologies and innovative materials in construction, which are increasingly
integrated into the construction industry every year, realizing the boldest ideas of the
future.

The growth of cities and population, as well as a new format of human communications
in the BIG DATA era, economic growth and human well-being, has activated the
construction industry to more dynamically integrate innovations and technological
solutions. That is why new technologies in construction are actively promoted and used in
the world.

Moreover, the very speed of technology development leads to large-scale digitization of
the construction industry. And the use of IT technologies is already a matter of
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competitiveness. Innovations in construction transform the construction site and increase
profits, as well as help win project tenders.

It is innovations that bring economic benefits and increase the competitiveness of a
particular construction company, and ultimately fulfill the client's request with maximum
efficiency.

BIM technologies (Building information modeling) are becoming the basis of modern
design and the main technology to be used for the construction of facilities [1]. BIM
technology is not just a virtual modeling of a building, it is a comprehensive digital
representation of the physical and functional characteristics of an object. BIM technology
takes into account not just construction, but also equipment, management, operation of the
facility, the prospect of repair or demolition, i.e. it covers the entire life cycle of the
facility as a whole [2]. All components and nuances in the design that are relevant to the
facility are necessarily taken into account and considered in a single project. When an
element or addition is removed or replaced, the entire model is recalculated with these
adjustments.

Thanks to BIM technologies, the created virtual model of the object allows specialists
to: see all the problems and inconsistencies; approve the expected benefits of the object;
provides an opportunity to use the model for all project participants; make adjustments;
calculate estimates; control the work process; foresee the risks of the future construction;
calculate resources.

In this way, BIM technologies reduce material costs, errors in projects, and the time
required to complete construction work.

Implementing a BIM model involves connecting cloud services to exchange data and
information in real time. Clouds can contain a wide variety of segmented information and
tools, ranging from tools for architects to a project management system, which are
available to any project participant at any time from any mobile device - the effect of
cooperation is increased [3].

Cloud services provide the following advantages (Fig. 1): high mobility - all
information is available from any device with an Internet connection;the amount of
information stored in the cloud is not limited, as well as the computing power of the
servers where the data is stored;scaling in accordance with the needs of the construction
project - flexibly customizable to the needs that do not use unnecessary information,
performance does not drop;affordable services - creating your own IT infrastructure is
much more expensive than using a cloud service provider;instant access to information of
all project participants and the entire team;simplification of communications and real-time
collaboration;the ability to manage multiple construction sites without losing quality
control - the cloud helps to synchronize construction information;the ability to reduce the
cost of large offices - hosting on third-party servers, no need to maintain your
own;maximum data protection.
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Figure 1: Cloud technologies in the construction process

Artificial intelligence (AI) is the "behavior" of a machine, a technology that imitates
human cognitive functions: solving tasks and problems, recognizing images, objects, and
learning [4]. There is also a special area of Al - machine learning, which is based on the
collection of statistical data, which is used to draw conclusions and inferences. New
construction technologies will not do without machine learning and Al. In fact, it is an
invisible assistant that analyzes terabytes of data and finds problems. It can be either
routine filtering of unnecessary information or, on the contrary, search for specific data.

Programs where Al is used are applied to:

1. Intelligent analytics for predicting security threats based on past data; recognizing
important attributes and elements on a construction site; controlling the territory and the
number of people on the site.

2. Project planning and design The collected and modeled data will help to avoid budget
overruns; tracking and mitigating risks, setting priorities.

3. Robotization of mechanisms, automation of routine, simple but time-consuming
construction operations, replacement of human labor; optimization of work where high
productivity is required.

The advantages of using artificial intelligence in BIM technologies are as follows:

Most projects go over budget despite the use of the best project teams. Therefore,
artificial neural networks are used in projects to predict cost overruns based on factors
such as project size, contract type, and the level of competence of project managers [5].

Information modeling of construction projects is a process based on the creation of a
three-dimensional model of a construction project that enables architects, designers and
builders to effectively plan, design, construct and manage construction projects and
infrastructure. To plan and design a construction project [6], 3D models must take into
account the plans of architecture, engineering, mechanics, electrical, plumbing, and the
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sequence of actions of the respective groups. The challenge is to ensure that different
models at different stages do not conflict with each other. The industry is trying to use
machine learning in the form of generative design to identify and mitigate conflicts
between different models created by different teams during the planning and design phase

[7].

Every construction project involves a certain amount of risk, which manifests itself in
many forms, such as quality, safety, time, and cost risks. The larger the project, the greater
the risk, as several subcontractors work on the job site in parallel. Today, there are
artificial intelligence and machine learning solutions that general contractors use to
monitor and prioritize risks on the job site, so the project team can focus their limited time
and resources on the biggest risk factors. Al is used to automatically prioritize issues.
Subcontractors are evaluated based on risk assessment, so construction managers can work
closely with high-risk groups to reduce risk.
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Abstract

The modeling of dynamic systems with a time delay, which are represented by a system of differential
equations with a delay, is considered. Such dynamic systems are mathematical models of many
technical processes with a delay in time. An explicit hybrid method of the fifth order of convergence is
constructed for obtaining a numerical solution of a system of differential equations with a delay for a
variable step of numerical integration. This algorithm is developed on the basis of the most used
explicit Runge-Kutta methods of the fifth order of convergence for ordinary systems of differential
equations and the construction of Newton polynomials for the history of the model and the Taylor
formula. This algorithm allows the use of steps of numerical integration greater than the value of the
delay or procedures for adjusting the size of the step depending on the calculation error. Such a
problem of numerical integration of dynamic systems with a delay arises when the time interval is
large enough compared to the delay. Implicit continuous Runge-Kutta methods were previously used
for the numerical integration of such problems, which complicated the numerical algorithm, because at
each step of the numerical integration, nonlinear systems of equations have to be solved. The explicit
hybrid method built by us for systems of differential equations with a delay is convenient for
programming, has a high speed of calculating the numerical solution, compared to implicit methods
for such problem models. This method can be used to construct maps of dynamic models, in the study
of regular and chaotic behavior of dynamic systems with a delay.

1. Introduction

The solution of systems of differential equations with a delay is usually found by
numerical methods, and the numerical solution algorithm is programmed. The task of
finding the best algorithm for programming and obtaining more accurate numerical
solutions of such dynamic systems is always relevant. In the case when the value of the
delay is greater than the step of numerical integration, finding the numerical solution of
systems of differential equations with a delay does not cause difficulties. For this,
interpolation of the history of the model and numerical methods for ordinary systems of
differential equations, for example, explicit Runge-Kutta methods, are used. Applying the
step method, a numerical solution is obtained for the required time interval. However, if
the time interval over which the dynamic system is considered is large enough compared
to the delay, then the number of steps increases. This slows down the process of numerical
integration and leads to the accumulation of error. In the case of small delays, the
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expansion in the Taylor series on the delay is applied and then the usual system of
differential equations is solved by a numerical method, for example, the Runge-Kutta
method. This approach has limitations on the magnitude of the delay and cannot be
applied to many problem models. Therefore, it is often necessary to use a step of
numerical integration larger than the value of the delay, and continuous implicit Runge-
Kutta methods [1]. Then, at each step of numerical integration, systems of nonlinear
equations have to be solved, which complicates the solution algorithm [2], [3]. The
explicit second-order Runge-Kutta method for systems of differential equations with a
delay, which is a modification of the second-order Runge-Kutta method for ordinary
systems of differential equations, was obtained in [4].

2. Construction of the explicit hybrid method for systems of time-delay
differential equations of the fifth order of convergence

Consider a system of delay differential equations of the following form:

&y’ (1)
dt

= (651 (85" (1), (1) 2" (1= 7). 1)

J=1,.,n, t=const>0,
with initial conditions:
v (t) =9’ (t), telty-1, ty]. J=1,.n. (2)

Here ,’ are unknown functions, s’/ are some predefined functions, ¢’ are the initial
functions, ¢, is the initial value of time, ¢ is the delay of argument, J=1,...x.

Let ¢’ e C[1,-1,4,] exist and are continuous on [1;7] all partial derivatives up to the fifth
order including of the functions f’/, and also ¢’ and s’ consistent to the fifth order
derivatives inclusive, so that

7D (tg+0)= "D (19), i=0,..,5, J=1,..,n. (3)
Then there is a single solution y/ such that [3]:
v eClty-1,T1,J =1,.n. 4)
If in the system (1) =0, than we have the system without delay to which the usual
Runge-Kutta methods are applied [5].

If the step of numerical integration ~<r, »>0, than the numerical solution of the system
(1) does not cause difficulties. Let the step of numerical integration 4> .
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Since ¢’ eClty-7.4,], J=1,...n, we write the Taylor formula for the functions ¢’ at the
point ¢ -z:

Jon &y i 'Oty +7)
() (t)—g(”i (t—ty+7) + S1 5 (5)

0"ty -7)

where ¢/ = .
1.

, 1=0,...,4, nelt,—7,t,], J=1..,n.

Since y’ € C’[ty-r,t,+h-7], then /(4 +ch-7) Z(pl ch) 1S an approximation of the fourth

order value of the function »’ at the point ¢ +ch—z, where 7 +h2<T, 0<c<1.

From the statement 2 of [4], if s-stage Runge-Kutta method for systems of ordinary
differential equations with coefficients 4;.5; [6] has an order of convergence of five, then

the method

1 n ~1 ~n
J=

4
:zgo'f(cih) t,=t,+h, C—Zalj, Zslbjzl, i=l..,s, J=1,.,n,
i=0 Jj=1 Jj=1

for delay systems (1) has an order of convergence of five on the first step [4,4]. Here y,’
i1s the desired approximation of unknown functions ,’ for one step of numerical
integration », J=1,..n.

Write down this method for some of the following steps of numerical integration
(e, +h]. To do this, similarly to [5] we obtain approximation of the fourth order 7/ for the
numerical integration step [4.4 +4], having the solution in the previous step [4_;.z1,
e 2ty ty =t +h, ty +h<T, h>r1.

From the previous step of numerical integration [4_,,4,] we have the values of
vi=v'(t.), v =y (t,-7). »/ =»'(1,) and the values of the derivatives at the points 7_, and ¢ :
=17 (tk—l’yk—laj’(tk—l —T)) s 1 =17 (tkayk’yfr)’ J=L.,n.

Newton polynomials N’(r) by values y/,, v/, »/, £/, f/ at the points ¢_,, 1, -z, 1, are
obtained in the work [5]. We write this polynomials by powers (- +1):

4 . . .
N (=Y K/ (-1, +7) , where coefficients k; are obtained in [5].

i=0
Since Newton polynomials ~’() are of the fourth order, then they have an order of
approximation of four. Therefore, the polynomials ~/(r) coincide with the decomposition
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in the Taylor series of the function »’ at the point 7 -z to the fourth order of smallness
o(h), J=1..,n.

So we have necessary for the numerical solution in the step [7.s, +4] approximation of
the fourth order of the function ,”’ at the points ¢, +ch-7r, 0<c<1:

jJ(tk+ch—z'):Z4:KiJ(ch)i » J=l,n. (7)
i=0

Then according to the proposition 2 of [4] hybrid method for delay systems (1)

i1
g =yl + > a,-jhfj (tk + c(,-h,g}-,...,g;f,j{lj,...,j'; ),
=

S
~1 ~
ykJ+1:y}(/+zbjhf‘l<tk+cjhag; ----- g?a)’, ----- y;’)a

2 jo T ®)

4 , s
5 =Y K () sty =t oAb =Y ay, Yy bi=1,
= :

i=1..s,J=1...,n,

has a fifth order of convergence. Here /., is the desired approximation of unknown
functions ,” at the point ¢ +4, J=1,..n.

3. Estimation of the local error of numerical integration of the obtained
hybrid method

Ity + 1) -, |s(c+njz_l|b_,- |L%}h6, )
19 + )=y | Cn3 16, L ALLD g6 (10)
o 16!

were C,|u|, L are some constants.

Formulas (4), (5) give an accurate estimate of the local error in the first and subsequent
steps of numerical integration by this hybrid method and prove that we have an
approximation of the 5th order of convergence.
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Abstract

The Internet of Things - all things are connected to the Internet; those that can receive and transmit
information to the user and to each other. IoT is the most used technology in our time. The Internet of
things is rapidly developing in almost every sector. In the modern ecosystem, this technology plays a
significant role in shaping business processes and lifestyle.

1. Introduction

"Smart" devices and sensors connected to the global network, called the "Internet of
Things" (IoT), are widely used today in a wide variety of fields. At the same time, their
ability to transmit and receive data over long distances and perform certain functions has
already found both civilian and military applications.

The Internet of Things is a global network of physical devices (things) connected to the
Internet, which are equipped with sensors, sensors and information transmission modules.
They are united by connecting to control, management and data processing centers.

Fig. 1: Internet of things.
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2. Analysis of development

The introduction of opportunities provided by the Internet of Things has significantly
transformed not only personal or social aspects of life, but also affected most areas of
business and the economy as a whole. According to Ericsson Mobility Report , 75% of
companies in the world implement technological solutions using [oT , in priority —
electronics, transport, control systems, logistics, finance and the military sphere.

It should be noted that the introduction of even greater IoT capabilities will be
facilitated by the long-awaited transition to the new 5G mobile communication standard.
This will reduce connection delays between devices and at the same time support a huge
number of connections, extend the service of "smart" devices for up to 10 years, as well as
achieve incredible mobile data transfer speeds by today's standards.

PwC experts, the main factors that stimulate the active development of the Internet of
Things are: a decrease in the cost of computing power and data transmission technologies,
a rapid increase in the number of devices connected to the network, the development of
cloud technologies and big data.

Cisco predicts that by 2023, 28 billion devices will be connected to the network. 66% of
the world's population will become Internet users. Each will account for about 3.6 devices
connected to the network.

By 2025, as stated in the IDC, the average annual figure of data generated by IoT
devices will be about 79.4 zettabytes. In conversion, this is 79.4 billion terabytes, or 29.4
trillion gigabytes - a huge array of data.

At the same time, a significant part of the data will not be generated by ordinary users,
but by business structures. That is, the industrial Internet of Things. According to the
analytical portal Statista, in a five-year perspective, the market of the industrial Internet of
Things will grow from $77.3 billion to $110.6 billion in 2025.

3. Using

The Internet of Things (IoT) is deeply rooted in all areas of people's lives today. Today,
few people are surprised by the "smart house", in which household appliances and heating,
water and electricity supply can be controlled with the help of an ordinary smartphone. For
many, such things as remote car start, GPS navigators, Smart TV, fitness trackers and
smart glasses have become almost commonplace. There are enough examples around us to
understand the extent to which the Internet of Things has entered our everyday life and
various sectors of the economy. Among the well-known capabilities of "smart" devices is
monitoring of weather conditions, seismic hazards, the state of the atmosphere and water.
The specified data can be used both in the civil and military spheres.
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4. Areas of use of [oT

IoT 1s the most used technology nowadays. The Internet of Things allows objects to be
connected to networks through built-in devices, be it a kitchen appliance or a security
monitor. Now communication between processes, people and things is possible without
any obstacles.

With less human intervention, physical objects can share and collect data through the
cloud, mobile technology, analytics, big data, cloud computing, and more.

Examples of 1oT:

e Smart home — The smart home is the best example of using [oT. For example, there

are smart thermostats, air conditioners, speakers, even pet feeders and other everyday

devices that perform common household functions;

e [oT devices in agriculture - among the best IoT devices in the field of agriculture

(both in farming and in the field of animal breeding) we can note drones and various

tools for checking the composition of the soil, forecasting climate changes, for checking

the state of health in household’s animals and tracking of sick animals;

e JoT in industry - there is a special term for the Internet of Things in industry -

Industrial Internet of Things or [oT. As an example of the use of [oT in industry, we can

mention a variety of sensors, software systems and big data analysis for the

development of futuristic designs and accurate calculations. Smart machines can
improve productivity and correct human errors, which are related to quality control and
sustainability;

e [oT in Retail — IoT in retail is quite useful as it allows you to fine-tune your

advertising, improve the supply process and the process of analyzing the most popular

products. Contactless payment and special applications for online shopping can also be
attributed to the Internet of Things;

e Internet of Things in Healthcare - The use of IoT in healthcare is a real

breakthrough. Since technology has advanced in recent years, medical drones are

already ready to fly to you with the necessary medicines. With the help of the Internet
of Things, it is possible to find an approach to each patient individually, analyze the
state of his health and calculate an individual method of treatment. I am glad that the

Internet of Things is actively developing in the medical field;

e Smart cars — People are already using artificial intelligence machines that are

equipped with a bunch of touch buttons and automatically connect to the Internet. Also,

examples of the use of IoT in the automotive industry include remote control of front
doors or the temperature in the garage;

e Wearable devices are devices that are controlled by an application on a smartphone

and worn by a person on the body. Examples can be fitness bracelets, smart implants,
GPS belts, etc.;
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e Smart city - the Internet of Things is not yet so actively used, but the prospects are
quite far-sighted. City IoT technologies include smart parking, noise maps, smart
lighting and roads;

e Internet of Things and Supply Chain — enable tracking of goods, tracking of
deliveries and open exchange of information between key participants in supply chains.
[oT reduces the number of jobs, which leads to lower costs and improved labor
automation;

e [oT technologies in the energy sector — a smart power grid is able to automatically
collect the necessary data and instantly analyze the voltage circulation. As a result, both
customers and suppliers will be able to optimize the use of electricity;

e Internet of war items (Internet of Battle Things, [oBT) — are used to monitor the
current situation at the battle site for various levels of military personnel, in logistical
support of troops, medical supply, wide use in various educational and training
programs for military personnel in the mode of virtual combat, [oBT devices, due to the
specifics of the application, are exposed to more serious risks by participating in the
confrontation between the warring parties. Using their vulnerabilities, it is possible to
cause significant damage to the enemy, because, for example, modern tanks, missiles
and other types of weapons already have access to the Internet.

Conclusion

The Internet of Things is the things around us. Already last year, their number exceeded
billion pieces and it is growing every day. Their appearance is not a whim of

development engineers, but an attempt to automate and facilitate everyday processes.

The advantages of IoT are the collection of a large amount of data, monitoring and

tracking of indicators, lightening of the load through automation, better efficiency, and
improving the way of life and work.

6.
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